Uncertainty of climate change impact on groundwater reserves – Application to a chalk aquifer
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1. Introduction

Groundwater is an essential component of the water supply of several countries. It is also crucial for some specific groundwater dependent ecosystems. It is expected that water extraction from groundwater reserves will increase in some areas because of the unforeseen increase in the water demand (Holman et al., 2012; Zhou et al., 2010). Long-term variations in temperature and precipitation, related to climate change, will also have an impact on future groundwater availability. Several studies have aimed at quantifying this impact for a variety of groundwater systems (e.g., Armandine Les Landes et al., 2014; Brouyère et al., 2004a; Goderniaux et al., 2009; Green et al., 2011; Herrera-Pantoja and Hiscock, 2008; Holman et al., 2012; Scibek et al., 2007; Van Roosmalen et al., 2009; Woldeamlak et al., 2007). These studies suggest that, compared to surface water, groundwater appears less vulnerable to extreme events such as droughts. This lower vulnerability is mainly explained by the significant water volumes stored in aquifers and that most often groundwater recharge occurs during periods that are longer than the typical duration of a drought. Its lower vulnerability makes groundwater a highly valuable water resource that is easier to distribute and manage.

Estimating the impact of climate change on groundwater reserves requires an adequate characterization of the concerned aquifers and robust modelling tools. Additionally, these estimations are affected by a series of uncertainties, such as the prediction of future greenhouse gas emissions and the uncertainty associated to climate and hydrological models. Quantifying these uncertainties is crucial to provide confidence intervals for predictions and therefore increase their credibility. Some of the previous studies have incorporated uncertainty analysis. For example, Ali et al. (2012), Jackson et al. (2011), Stoll et al. (2011), and Sulis et al. (2012) use input scenarios from more than one climate model (General Circulation Model – GCM or Regional Climate Model – RCM), while others account for different greenhouse gas emissions...
scenarios (e.g. Dams et al., 2012; Neukum and Azzam, 2012; Serrat-Capdevila et al., 2007). The uncertainty analysis is, however, usually limited to the climatic part and uncertainty from other components, such as the hydrological model is often not estimated. Developing a numerical model always requires some level of a simplification of real systems and this simplification can have an impact on model predictions. Therefore, the ability of a model to satisfactorily reproduce reality, in accordance with the system’s stresses, needs to be carefully evaluated.

The two main objectives of this paper are: (1) to estimate the uncertainty related to hydrological model projections in the context of climate change; and (2) to compare this source of uncertainty with sources of uncertainties related to the climate models (RCM and GCM), to the natural variability of the weather, and to the statistical downscaling method.

The different sources of uncertainties are considered for the Geer catchment (465 km$^2$) in Belgium (Fig. 1), for which a catchment-scale fully-integrated surface–subsurface model has been developed. The parameterization of this hydrological model, a sensitivity analysis of the parameters, and the calibration of the model are presented in detail. The assessment of prediction uncertainty linked to this catchment-scale integrated model, the comparison with different sources of uncertainty, and the combination with advanced climate change scenarios bring new insights in the rising research on the impact of climate change.

2. Previous studies

The catchment-scale fully-integrated surface–subsurface model of the Geer basin has been developed with the finite element simulator HydroGeoSphere (Brunner and Simmons, 2012; Therrien et al., 2010). The modelling approach, involving the catchment-scale fully integrated surface–subsurface model, is described in Goderniaux et al. (2009). In Goderniaux et al. (2011), six RCMs were statistically downscaled and applied as input to the surface–subsurface hydrological model to quantify their impact on groundwater resources. These scenarios correspond to six contrasted Regional Climate Models (RCM) selected from the PRUDENCE ensemble. Their boundary conditions are taken from two different GCMs (see Fig. 2) and correspond to the SRES A2 (medium–high) greenhouse gas emissions scenario (Nakicenovic et al., 2000). As shown in Fig. 2, mean annual temperature changes ranging between +3.5 °C (HIRHAM_H) and +5.6 °C (RCAO_E) are projected for the 2071–2100 period, as provided by the PRUDENCE project. All scenarios predict that temperature will increase and that the increase will be greater in summer than winter. The RCMs consistently project that annual precipitation will decrease for the 2071–2100 period but the predicted decrease ranges from –1.9% (ARPEGE_H) to –15.3% (HAD_P_H), which represents a large range of variation. The projected decrease in precipitation is a result of large projected decreases during summer months, which are only partly offset by increases in winter precipitation. These six RCMs were statistically downscaled using a stochastic weather generator (WG) (Blenkinsop et al., 2013), which considers changes in the climatic means and also in the distribution of wet and dry days. It allowed generating a large number of equiprobable climate change scenarios representative of a full transient climate between 2010 and 2085 (the middle of the 2071–2010 period). These scenarios accounted for the transient nature of future climate change, and enabled the assessment of

![Fig. 1. Location of the Geer catchment in Belgium. The different zones correspond to different values of the hydraulic conductivity.](image-url)
the uncertainty related to the natural weather variability. Results have shown that by the year 2085, depending on the climate model used and the location in the Geer basin, mean groundwater levels are expected to decrease by 7–20 m and water flow rates at the Geer basin outlet are expected to decrease between 44% and 70% compared to reference simulations without climate change.

3. The Geer catchment

The Geer catchment (465 km$^2$) is located in eastern Belgium (Fig. 1). The main aquifer in the catchment consists of Cretaceous chalk layers. Groundwater is intensively extracted from the chalk aquifer from 70 km of draining galleries and additional pumping wells. This aquifer is considered to be a highly strategic groundwater reservoir as it supplies drinking water to about 600,000 people in the area of Liège city.

The chalk layers have a thickness that ranges from a few meters up to 70 m and they are underlain by a thick clay layer considered as impermeable. They are overlain by a thick layer of Quaternary loess over the whole area but they are also overlain by Tertiary sands in some local areas. The loess layer controls infiltration from the ground surface, which results in a smooth temporal distribution for groundwater recharge to the chalk aquifer (Brouyère et al., 2004a; Orban et al., 2010). The chalk aquifer has been characterized as a dual permeability and porosity system made of chalk porous matrix and fractures. Fracturing of the chalk is variable and more intense in dry valleys, which are mostly oriented South to North (Fig. 1). Groundwater generally flows from South to North and is mainly drained by the Geer River. Extracted groundwater volumes represent between 6% and 11% of annual precipitation. There is evidence of groundwater flow leaving the catchment across the Northern catchment boundary towards adjacent confined aquifers. This groundwater outflow was estimated around 7% of annual precipitation for the period 1975–1994 (Hallet, 1998).

4. The coupled surface and subsurface flow model

The hydrological model applied to the Geer catchment simulates flow in the subsurface and surface domains and accounts for actual evapotranspiration. Hydrological variables, such as
List of the parameters used in the Geer catchment surface–subsurface hydrological model.

<table>
<thead>
<tr>
<th>Subsurface domain</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>Saturated hydraulic conductivity</td>
<td>(LT$^{-1}$)</td>
</tr>
<tr>
<td>$n$</td>
<td>Total porosity</td>
<td>(-)</td>
</tr>
<tr>
<td>$S_s$</td>
<td>Specific storage</td>
<td>(LT$^{-1}$)</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>van Genuchten parameter</td>
<td>(-)</td>
</tr>
<tr>
<td>$\beta$</td>
<td>van Genuchten parameter</td>
<td>(-)</td>
</tr>
<tr>
<td>$S_{wr}$</td>
<td>Residual water saturation</td>
<td>(-)</td>
</tr>
<tr>
<td>$L_e$</td>
<td>Coupling length</td>
<td>(L)</td>
</tr>
<tr>
<td>$\eta_{nr}$</td>
<td>Manning roughness coefficient</td>
<td>(L$^{-1/3}$T)</td>
</tr>
<tr>
<td>$\eta_{nr}$</td>
<td>Manning roughness coefficient</td>
<td>(L$^{-1/3}$T)</td>
</tr>
</tbody>
</table>

**Evapotranspiration**

| $L_e$                    | Evaporation depth                                 | (L)        |
| $\theta_{w1}, \theta_{w2}$ | Evaporation limiting water content                | (-)        |
| $\theta_{w1}, \theta_{w2}$ | (wilting point and field capacity)               | (-)        |
| $LAI$                    | Leaf Area Index                                   | (-)        |
| $L_r$                    | Root depth                                        | (L)        |
| $C_1$, $C_2$, $C_3$      | Transpiration fitting parameters                  | (-)        |
| $\theta_{p1}, \theta_{p2}$ | Transpiration limiting water content              | (-)        |
| $\theta_{p1}, \theta_{p2}$ | (wilting point and field capacity)               | (-)        |
| $C_{ue}$                 | Canopy storage parameter                          | (L)        |

Hydraulic head or surface water depth, are calculated simultaneously in each compartment and fluid exchange between compartments is calculated at each time step. All parameters used in the Geer catchment model are summarized in Table 1 and described below. The main equations solved by HydroGeoSphere are also provided in Appendix A.

HydroGeoSphere simulates 3D variably-saturated groundwater flow by solving Richards' equation with a control volume finite element numerical formulation. The chalk, loess and local sand layers are represented by 11 layers of 6-node triangular prismatic elements whose typical size is about 500 m wide. The upper five layers, located just below ground surface, are one meter thick. The other six layers are uniformly distributed from the top to the bottom of the subsurface compartment. The top of the smectite clay layer is assumed to be the impermeable base of the chalk aquifer. The lateral boundaries of the model correspond to the hydrographical boundaries of the Geer catchment (Fig. 1). Piezometric maps suggest that the eastern, southern and western boundaries of the catchment correspond to groundwater divides and no-flow boundary conditions were therefore assigned to these boundaries. Groundwater outflow through the northern boundary is simulated with a head-dependent flux boundary condition that involves a conductance factor.

In the surface domain, HydroGeoSphere simulates 2D surface flow by solving the diffusion wave approximation of the Saint–Venant equations. The lateral boundaries of the surface domain are similar to those of the subsurface. The surface domain is discretized with 2D triangular elements whose geometry corresponds to that of a layer of nodes for the 3D subsurface domain. Nodes that form the surface domain therefore coincide with the top layer of nodes that form the 3D subsurface domain. No-flow boundary conditions are assigned along the perimeter of the domain and a critical-depth boundary condition is prescribed at the nodes corresponding to the main catchment outlet in the Geer River. A critical-depth boundary condition forces the water elevation at the boundary to be equal to the ‘critical depth’, which minimizes the energy of flowing water relative to the stream bottom (Hornberger et al., 1998; Therrien et al., 2010). Water fluxes between corresponding surface and subsurface top layer nodes are included in the governing flow equations and they are based on the head difference between the two domains multiplied by a factor, which is inversely proportional to a coupling length $L_e$ [L] (Ebel et al., 2009). The value of these fluxes is therefore not assumed prior to a time step but rather computed during the fully coupled surface and subsurface flow simulation.

Subsurface parameters are distributed according to the different lithologies identified from geological and hydrogeological maps. The saturated hydraulic conductivity of the chalk is distributed in different layers and zones, defined on the basis of previous calibrated models and existing field and laboratory tests results (Brouyère et al., 2004a,b). The location and shape of these zones (Fig. 1) are mainly dependent on the properties of the fractures, which are more permeable within the dry valleys. Vertically, the hydraulic conductivity is generally lower for deeper chalk formations. The unsaturated flow properties of the different materials are represented with van Genuchten functions.

Surface and evapotranspiration parameters have been distributed based on land use and soil maps. Urban, crops, grassland and forested areas have been differentiated with different intervals of parameter values. Actual evapotranspiration is calculated by HydroGeoSphere according to the model of Kristensen and Jensen (1975), as a function of the potential evapotranspiration $E_p$ [LT$^{-1}$], and the soil moisture $\theta$ [-] at each node (see Appendix A).

Prescribed stresses correspond to precipitation, potential evapotranspiration, groundwater abstraction by draining galleries and pumping wells. The draining galleries and pumping wells are represented in the model with prescribed flow rate conditions. Precipitation and evapotranspiration are implemented as daily inputs. The transient values of the different variables of the model are calculated by HydroGeoSphere using adaptive time steps.

5. Sensitivity analysis

A sensitivity analysis of the model output to the input parameters is a crucial step as it increases the understanding of the model behaviour, helps assessing the reliability and relevance of field observations, and allows identifying possible conceptual or numerical errors. It also reduces simulation times for subsequent calibration, which is useful for catchment-scale models that are often computationally intensive. For example, insensitive parameters may be ignored in the calibration procedure as any change in their value will have very limited effect on target variables. Finally, sensitivities are needed to calculate subsequent uncertainties for predictions (see Section 7.1).

The sensitivity analysis for the Geer catchment model is performed with ‘UCODE_2005’ (Hill and Tiedeman, 2007; Poeter et al., 2005), linked to ‘HydroGeoSphere’, using the ‘perturbation method’. Fig. 3 shows the ‘Composite Scaled Sensitivity’ (CSS) calculated for selected parameters using the following equation (Hill and Tiedeman, 2007).

$$CSS_j = \left( \frac{\sum_i N \left( \frac{\partial y_i}{\partial b_j} \times w_i^{1/2} \right)^2}{N} \right)^{1/2}$$

where the weight $w_i$ that is assigned to each selected simulated variable accounts for the precision of equivalent observations measured in the field and is calculated with:

$$w_i^{1/2} = \left( \frac{1}{\sigma_i} \right)^{1/2} = \frac{1}{\sigma_i}$$

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0$</td>
<td>van Genuchten parameter</td>
<td>(-)</td>
</tr>
<tr>
<td>$C_1$, $C_2$, $C_3$</td>
<td>Transpiration fitting parameters</td>
<td>(-)</td>
</tr>
<tr>
<td>$\theta_{w1}, \theta_{w2}$</td>
<td>Evaporation limiting water content</td>
<td>(-)</td>
</tr>
<tr>
<td>$\theta_{w1}, \theta_{w2}$</td>
<td>(wilting point and field capacity)</td>
<td>(-)</td>
</tr>
</tbody>
</table>
where $\sigma_i^2$ is the variance of the true measurement errors of observation $i$, corresponding to the simulated variable $i$. The CSS aggregates the sensitivities of selected simulated variables in relation to one parameter. In this case, the selected simulated variables correspond to monthly mean groundwater heads at eight observation wells and monthly mean surface flow rates at the outlet of the catchment (Fig. 1) for the period 1967–2003. Weighting the sensitivities by the inverse of the true measurement errors variance offers three main advantages (Hill and Tiedeman, 2007). (1) Weighted sensitivities are non-dimensional and can therefore be easily compared when corresponding variables have different units. (2) The weights also enable to integrate knowledge on the catchment through the uncertainty inherent to the observations. The weights calculated for unknown or inaccurately measured observations will be less important and will then reduce the influence of the associated sensitivity in the subsequent calibration or uncertainty analyses. (3) Finally, the weighting scheme is the basis of subsequent calibration and uncertainty analyses, as shown below in Sections 6 and 7.

The weight corresponding to the groundwater level observations are uniformly set to a value of 3.84. This value is based on the assumption that the 95% confidence interval including the true groundwater level is within 1 m of the measured groundwater level, considering all types of possible errors. These errors are related, for example, to the measurement of the well top elevation, measurement of the groundwater depth, the precision of the measurement devices and encoding errors. Assuming that measurement errors are normally distributed, the 95% confidence interval can be related to the variance. The weights associated to the surface water flow rates at the outlet of the catchment vary between 3.7 and 141.7. They have been calculated using measurement errors equal to 10%, as suggested by the team responsible of measurements (personal communication) in the monitoring network.

The sensitivities shown in Fig. 3 correspond to the parameters that are used in the subsequent calibration procedure. Note that the values of the van Genuchten parameters have been fixed a priori based on laboratory experiments (Brouyère et al., 2004b). These choices are further discussed in Section 8. To obtain a better understanding of the general functioning of the model, the sensitivity of some parameters are also calculated jointly for different zones or layers, by means of unity multipliers as suggested by Hill and Tiedeman (2007). UCODE_2005 perturbs the multiplier that acts simultaneously on parameter values in different zones, rather than to perturb all the parameter values of all zones individually. In this study, the sensitivity coefficients for hydraulic conductivity are calculated for each zone independently of the layer and for each layer independently of the horizontal zonation. As an example, the sensitivity of the hydraulic conductivities values assigned in the dry valleys ($K_{\text{chalk-dry valleys}}$ in Fig. 3) is calculated by perturbing a common multiplier, which acts simultaneously on the ‘dry valley’ hydraulic conductivities in all layers of the model. Similarly, the other sensitivity coefficients are generally calculated jointly for all zones of the model.

As shown in Fig. 3, the most sensitive parameters are the hydraulic conductivity of the ‘dry valleys’, the field capacity used to calculate the actual evapotranspiration, the hydraulic conductivity in the ‘Chalk 1’ zone (Fig. 1), the hydraulic conductivity in the upper chalk layer and the porosity (saturated water content) of the chalk. Parameters that show moderate sensitivity to observations include the hydraulic conductivity of the loess, parameters $C_2$ and $C_1$ used to calculate transpiration, the conductance used in the head-dependant flux boundary condition along the North boundary, the hydraulic conductivity in the ‘Chalk 4’ zone, the ‘Leaf Area Index’ and the wilting point. The remaining parameters show low sensitivity to observations.

6. Calibration of the hydrological model

Based on parameterization and the sensitivity analysis, the model was calibrated by trial-and-error to observed monthly mean hydraulic heads from the eight observation wells and to observed monthly surface mean flow rates at the catchment outlet (Fig. 1) for the period 1967–2003. Compared to Goderniaux et al. (2009), the model presented by Goderniaux et al. (2011) and in this paper was improved by using daily precipitation and evapotranspiration inputs instead of monthly inputs, leading to a different calibration of some parameters. The most sensitive parameters include the saturated hydraulic conductivities that range from $1 \times 10^{-8}$ m/s for the Quaternary loess and $2 \times 10^{-8}$ m/s for the chalk in dry valleys. The field capacity is equal to the saturation corresponding to a pF value – log (–hydraulic pressure) – equal to 2.5, and the total porosity of the chalk (matrix and fractures) is equal to 44%. The Manning roughness coefficients range from 0.03 to 0.6 m$^{-1/3}$/s. The other parameter values for the calibrated model are listed in Goderniaux et al. (2009).
Fig. 4 presents, in different ways, the simulated and observed values for a global and objective assessment of the calibration. Fig. 4A shows corresponding simulated and observed mean monthly hydraulic heads and flow rates along with a line with a slope equal to 1. Presenting calibration results in this fashion may not be adequate as the large ranges of simulated values tend to hide the possible calibration errors. Additionally, units and order of magnitude can also differ if different types of observation data are used in the calibration procedure. An alternative is to plot the residuals instead of computed values but it does not solve the problem of potentially different units. Hill and Tiedeman (2007) propose to use instead weighted residuals (Fig. 4B and C). For each observation, weighted residuals are calculated with the following equation:

$$w_{ri} = w_{i}^{1/2} \times (y_i - y_i(b))$$

where \(w_{ri}\) is the weighted residual corresponding to the simulated and observed values \(i\), \(y_i'\) is the simulated variable \(i\), \(y_i\) is the observed variable \(i\) corresponding to simulated variable \(i\), \(b\) is the vector of parameters values and \(w_i\) is the weight as defined in Eq. (2). As discussed in Section 5, using these weights enables: (1) comparison of non-dimensional values; (2) integration of the uncertainty related to observations; and (3) the performance of a subsequent uncertainty analysis. According to the results shown in Fig. 4, mean weighted residuals for hydraulic heads and flow rate observations are equal to -6.2 and 0.44, respectively. This negative bias in the simulated groundwater levels is mainly due to the simulated groundwater levels at well A7-PL37. At that location, observed groundwater levels are significantly underestimated due to the proximity of the boundary condition, which may be uncertain locally. For the other observation points, weighted residuals are generally distributed around zero.

![Fig. 4](image-url)
These results can be examined in parallel to the observed and simulated time series. Fig. 5 shows the evolution of observed and simulated groundwater levels at piezometer ‘VIE044’. The observed time series reflects the typical evolution of groundwater levels in the catchment, with large multi-annual rather than seasonal variations. Observed groundwater levels in ‘VIE044’ range between 122 m and 138 m above sea level, which corresponds to a total variation of 16 m. Fluctuations are on the same order at other observation points, with less variation closer to the river. Residual values (Fig. 4) have to be considered keeping in mind these important natural variation intervals. The multi-annual variations of observed hydraulic heads are generally reproduced by the model, and the water balance of the system is well fitted. However, the model generally tends to overestimate surface water flows and groundwater levels during ‘high flow’ periods and to underestimate them during ‘low flow’ periods. This is also visible in Fig. 4B for surface flow rates, with higher weighted residuals for higher flow rates.

### 7. Uncertainty analyses on predictions

In this section, the uncertainty related to the calibration of the hydrological model is evaluated and compared to: (1) the uncertainty related to climate models and their statistical downscaling procedure; and (2) the uncertainty related to natural variability of local weather. The uncertainty related to the calibration of the hydrological model is presented in Section 7.1, Figs. 6 and 7. The uncertainties related to climate models and natural variability of the weather were already evaluated in Goderniaux et al. (2011) and they are briefly summarized in Section 7.2. The three types of uncertainties, as well as results related to two different climate downscaling methods, are shown and compared in Table 2, in Fig. 8 for groundwater levels, and in Fig. 9 for the surface flow rates at the outlet of the catchment.

#### 7.1. Uncertainty related to the calibration of the hydrological model

Calibration of a model does not guarantee that it will make accurate predictions. For example, a model calibrated to reproduce observations under specific conditions may provide poor predictions for a different set of stresses (Henriksen et al., 2003; Hill and Tiedeman, 2007; Konikow and Person, 1985; Refsgaard, 1997). That situation is typical for climate change simulations where model predictions are based on future precipitation and potential evapotranspiration values that are different from those used to calibrate the model.

The prediction uncertainty linked to model calibration is quantified here using an inferential statistical method described in detail in Hill and Tiedeman (2007). Other methods exist but are generally more computationally intensive. The inferential statistical method used here relies on the statistics describing the model fit to observations and the results of the sensitivity analysis to evaluate the uncertainty related to estimated parameters and

![Fig. 5. Temporal evolution of observed and simulated groundwater levels at observation well ‘VIE044’](Fig. 5. Temporal evolution of observed and simulated groundwater levels at observation well ‘VIE044’.)

![Fig. 6. Predictions and 95% confidence interval around predicted values at VIE044, for eight years of a HIRHAM_H downscaled climate change scenario. (A) Absolute groundwater levels. (B) Groundwater levels difference between a scenario without any climate change and the HIRHAM_H climate change scenario.](Fig. 6. Predictions and 95% confidence interval around predicted values at VIE044, for eight years of a HIRHAM_H downscaled climate change scenario. (A) Absolute groundwater levels. (B) Groundwater levels difference between a scenario without any climate change and the HIRHAM_H climate change scenario.)
predictions. The analyses were performed with the computer code ‘UCODE_2005’ (Hill and Tiedeman, 2007).

Using this method, 95% linear confidence intervals around predictions can be calculated. It is assumed that the model is linear in the vicinity of parameter values and, more particularly, that parameter sensitivities are constant within calculated intervals. This assumption is further discussed in Section 8.

For the Geer catchment model, the objective is to evaluate the uncertainty of predicted groundwater levels and flow rates associated with the calibrated hydrological model, under climate change conditions. For that purpose, the calibrated model was run for an 8-year period using climatic conditions representative of the time period 2071–2100 and the RCM ‘HIRHAM_H’ (Fig. 2). ‘HIRHAM_H’ can be considered as a medium climate change scenario compared to the other RCMs. The prediction uncertainty is evaluated for mean monthly groundwater levels simulated at eight observation wells and for simulated surface flow rates at the outlet of the catchment. For the same 8-year period, the uncertainty is also calculated for the difference between the predicted groundwater levels and flow rates and the levels and flowrates simulated with equivalent climatic time series but without climate change. Although the simulation is for an 8-year period, uncertainty is only evaluated after two years of simulation, from year 2 to year 8, because initial conditions influence the model results during the first two years. These aspects are further discussed in Section 8. Weighting values are similar for the sensitivity and calibration analyses (Sections 5 and 6).

Resulting 95% confidence intervals for years 2–8 are presented in Fig. 6 for groundwater levels at the observation well ‘VIE004’ and in Fig. 7 for surface water flow rates at the outlet of the catchment. They correspond to the ‘Simultaneous confidence intervals’, which have the specified probability to contain their respective true predicted values, considering all predictions simultaneously (Hill and Tiedeman, 2007). Mean 95% confidence intervals for groundwater levels at all observation wells and surface flow rates at the outlet of the catchment are presented by green intervals in Fig. 8 and Fig. 9, respectively. The mean range of the 95% confidence intervals around simulated groundwater levels varies between 6.9 m at observation well A7-PL37 and 28.9 m at MOM001. Generally, the range of the confidence intervals around predicted values (Fig. 6A) has the same order of magnitude than the range of equivalent intervals around predicted changes (Fig. 6B). The intervals around predicted changes are significant but entirely located in the negative part of the graph (Fig. 6B). Although some variations in the range of these intervals are observed during the 6-year period, there is no clear trend for most of the observation wells. The mean 95% interval for surface water flow rates is equal to 3.9 m$^3$/s. The intervals are however larger for winter than for summer, as shown in Fig. 7A, corresponding to a greater uncertainty when flow rates increase. This greater uncertainty is mainly explained by the poorer calibration of simulated flow rates during ‘high-flow’ periods, and the fact that these errors translate into predictions.

7.2. Comparison of uncertainties

The impact of climate change for the six RCMs and the uncertainty related to natural weather variability has been evaluated from a large number of equiprobable climate change scenarios generated with the rainfall model RainSim (Burton et al., 2008) and the ‘CRU daily weather generator’ downscaling technique (Kilsby et al., 2007). One hundred equiprobable climate change scenarios, representative of fully transient climate change conditions from 2010 to 2085, have been generated for each of the six RCMs, and then applied to the calibrated hydrological model (Goderniaux et al., 2011). These climate change time series have been achieved using the relative changes between the RCM simulations representative of a stationary climate for the periods 1961–1990 (control) and 2071–2100 (future). Reference time series without any climate change were also generated.

Using the whole set of simulated values, the predicted mean groundwater levels at the observation wells and the predicted mean flow rate at the Geer catchment outlet were calculated. Mean predicted values for the year 2085 (or equivalently for the
Fig. 8. Summary of all results and uncertainties for the eight groundwater observation wells. The horizontal red line represents the ‘reference’ mean groundwater level without any climate change. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
stationary climate representative of the period 2071–2100) are shown with red dots in Figs. 8 and 9 for the six different climate models considered. Depending on the climate model used and the location of the observation well in the Geer catchment, mean groundwater levels are expected to decrease by 7–20 m, and water flow rates at the Geer catchment outlet are expected to decrease between 44% and 70% compared to the reference simulations without climate change. The highest and lowest decreases are usually predicted for the ‘HAD_P_H’ and ‘ARPEGE_H’ scenarios, respectively. Some of these impacts are important but they have the same order of magnitude than the natural fluctuation interval (up to 16 m in VIE044) observed on groundwater levels time series.

The whole set of simulated groundwater levels and flow rates was also used to calculate 95% confidence intervals, related to the natural variability of weather (Goderniaux et al., 2011), for groundwater levels and flow rates. They are shown with the red intervals in Figs. 8 and 9, respectively. At the end of the simulation, corresponding to year 2085, the range of the confidence interval for groundwater levels varies between 2.3 m and 18.6 m, depending on the location of the observation well and the climate model used. The range of the confidence intervals for the annual flow rates at the outlet vary between 1.01 and 2.55 m$^3$/s, depending on the climate model (Fig. 9). The confidence intervals for the mean monthly flow rates are larger during winter than during summer. The range of confidence intervals tends to decrease where the partially saturated zone becomes thicker and attenuates meteorological events.

Additional results shown with blue dots in Fig. 8 and Fig. 9 are groundwater levels and surface flow rates predicted with the calibrated hydrological model described here but for climate data predicted with the ‘Quantile Mapping Bias Correction’. It is an alternate technique for statistical climate downscaling described in Wood et al. (2004) and already applied in Goderniaux et al. (2009). This technique, and the ‘weather generator’ method used previously, are considered more reliable than simplistic ‘delta change’ methods because they involve corrections not only to the mean of climatic variables but also across their statistical distribution. However, the ‘Quantile Mapping Bias Correction’ does not generate stochastic equiprobable time series, which is possible with the ‘weather generator’, and therefore a single result is shown for each climate model. A visual comparison of predicted groundwater levels (Fig. 8) and flow rates (Fig. 9) for the ‘Quantile Mapping Bias Correction’ (blue dots) and the ‘weather generator’ (red dots) indicate that the differences are smaller than the confidence intervals of other uncertainty sources. Table 2 also lists the main results from these simulations.

Finally, blue squares in Figs. 8 and 9 show climate change impact results for a different calibrated hydrological model than presented previously, and based on climate data generated with the ‘Quantile Mapping Bias Correction’. This second calibrated model is presented in detail in Goderniaux et al. (2009). The conceptual model is the same but an important difference is that monthly weather inputs were used instead of daily inputs, leading to a different calibration of some parameters. This model clearly predicts lower decreases in both groundwater levels and surface water flow rates for the period 2071–2100. The uncertainty associated to these results have not, however, been evaluated in this study. The differences in projected impacts between both models
results from the different calibration of the hydrogeological model. The second calibration globally overestimates groundwater levels while underestimating groundwater variations. The first calibration (described in this present paper) tends to overestimate groundwater level variations. These results suggest that the 'best' calibration might be intermediate between both models. This reasoning is however speculative and based on simplistic assumptions, which must be verified by a more detailed uncertainty analysis.

Simulation results shown in Figs. 8 and 9 indicate that uncertainties related to the calibration of the hydrological model (green interval) and to the natural variability of the climate (red intervals) appear to be the most important. The uncertainty related to the use of different GCMs and RCMs is less significant. These different types of uncertainties can be classified into two groups. First, the uncertainty related to natural variability of climate is inherent to meteorological events and therefore unavoidable. Calculated intervals do not reflect any model 'error' but instead express how groundwater levels or surface water flow rates will inevitably vary with time around an average position, due to the occurrence of dry and wet periods. It is an expression of natural groundwater fluctuations in the catchment, as impacted by climate change, and by enhanced smoothing of the individual meteorological events resulting from the occurrence of a thicker unsaturated zone overlying the aquifer. The second source of uncertainty is related to 'errors' or 'approximations' made in climate or hydrological modelling. These uncertainties can be reduced by improving models and knowledge required for their implementation. If the conceptual model is correct and the calibration strategy prevents from fitting observation errors, a model that better fits the observations should also give more confident predictions.

Significant decreases of groundwater reserves are predicted over the whole catchment for the simulation period, but the ranges of the confidence intervals remain large compared to the projected decreases. However, the confidence intervals or ranges of variations Fig. 8 remain mostly below the 'reference' groundwater level corresponding to the 1980s climate without any change. It is therefore likely that groundwater levels will decrease by the end of the century, due to climate change, but the magnitude of decrease cannot be quantified accurately. Similarly, it is difficult to accurately predict the annual flow rates at the outlet of the catchment. However, at a seasonal scale, the uncertainty is larger for winter flow rates than for summer flow rates, with the uncertainty also spreading in the area corresponding to flow rates increase (Fig. 9).

8. Discussion and perspectives

This study is original as it provides new insights in the evaluation of climate change impact on groundwater, from data collection, the implementation of catchment-scale surface–subsurface models, and the evaluation and comparison of several types of uncertainties. Results provide estimates and orders of magnitude of the different uncertainties and they give an idea of the confidence we can have in simulated predictions. Using this methodology gives credibility to the predictions and allows using probabilities to manage the resource. The methodology used here, however, relies on a series of assumptions that could be verified in the future with improved computational resources and numerical algorithms. Some of these assumptions are discussed below.

Linear confidence intervals have been calculated around predictions. These intervals assume that the model is linear in the vicinity of parameter values and that parameter sensitivities are constant within the calculated intervals. This condition is probably not met in all cases, especially when the overall system becomes “drier” as can be observed in Fig. 7A. In that case, confidence intervals sometimes spread in the negative part of the graph (hidden in Fig. 7A), leading to potentially negative water flow rates, which is unrealistic. This result is due to the strong non-linear behaviour of the system when flow rates are very low. Methods exist to calculate non-linear confidence intervals around predictions (Hill and Tiedeman, 2007; Vecchia and Cooley, 1987). However, as the automatic inverse calibration methods, they are computationally very intensive. Their use in conjunction with coupled surface and subsurface flow models, which are also computationally demanding, still has to be demonstrated.

Linear confidence intervals are usually calculated following a successful termination of an automatic inverse calibration. Ideally, weighted residuals should be randomly distributed around zero which is not the case for the observation well A7-PL37, whose residuals are biased. In this case, the influence of A7-PL37 on predictions uncertainties seems quite local, as suggested by low parameters sensitivities to groundwater levels at this specific point. Nevertheless, the range of calculated confidence intervals for this particular observation point should probably be considered with caution.

The uncertainty related to the calibration of the hydrological model has been calculated under climate change conditions of the RCM 'HIRHAM_H', which presents medium climate change conditions compared to others, and for a predictive period of eight years. We assume that the range of confidence intervals associated to predictions would probably be similar under climate conditions of the five others RCMs, but it remains to be verified. Similarly, the mean uncertainty is calculated over predictive periods of eight years, mainly to reduce computing times. During this period, no trend in the range of the confidence interval is observed, but longer periods could be tested.

Finally, other sources of uncertainty have not been considered in this study. All climatic scenarios used here correspond to the A2 greenhouse gas emissions scenario (medium–high) (Fig. 2). So, climate change impact and uncertainties have been evaluated considering greenhouse gas emissions for that scenario. Considering lower emissions, such as the B2 scenarios (medium–low), would lead to less important changes. Déqué et al. (2007) showed, however that when using climate models, the uncertainty from emissions scenarios was lower than the uncertainty from GCMs and RCMs over Belgian latitudes. Another uncertainty not considered in this study is linked to the conceptual model used when implementing the hydrological model. This uncertainty relates to potential changes that would be induced by other boundary conditions, different numbers of finite elements in the grid or alternative zonation of the hydraulic properties, for example. The evaluation of such uncertainty has been studied by Rojas (2009) and Rojas et al. (2009) for a regional aquifer in Chile, but not in the context of climate change impact. Following these considerations related to the conceptual choices, the parameterisation of the hydrological model and the parameters integrated in the uncertainty analysis also influence the uncertainty. In this study, the values of the van Genuchten parameters have been taken from laboratory experiments (Brouyère et al., 2004b). They were not considered as adjustable in the calibration procedure and in the uncertainty analysis. However, their sensitivities are probably significant (Wildemeersch et al., 2014). It does not mean necessarily that they would have significantly influenced the range of the confidence intervals, as the most sensitive parameters are also generally better calibrated. Nevertheless, integrating them into the uncertainty analysis could slightly alter related results.

This study also highlights the question about developing simple or complex models. More complex models may allow more realistic simulations, if more detailed about geology and hydrogeology are available. However, the calibration and uncertainty analysis
also require more computational capacities. As a consequence, studies probably have to find a good compromise between oversimplified and too complex models, as a function of the final objectives of the simulations and the available resources.

9. Conclusions

This study presents an evaluation of uncertainties related to catchment-scale integrated hydrological models and climate change impacts on groundwater. Results have shown the importance of considering and comparing different sources of uncertainty, and particularly to assess the uncertainty related to the calibration of the hydrological model. This type of uncertainty can be more important than others, as illustrated by the case of the Geer catchment and related models, presented in this study. In this case, the uncertainty related to the calibration of the hydrological model and, to a lesser extent, the climate models, remain important. It is therefore difficult to accurately quantify the intensity of the mean groundwater level and surface flow rate changes. Nevertheless, the trend towards a general decrease of mean groundwater level is calculated with more confidence, which was initially not obvious or straightforward. In the Geer catchment, recharge mainly occurs during winter months. During these periods, the frequency of wet and dry days is expected to change, and the expected increase in temperature and evapotranspiration is offset by an increase in precipitation, making the analysis complex. If better precision is required for predictions, improving the calibration of the hydrological model would contribute to decrease uncertainty. Note that the intervals related to the natural variability of the weather are not directly linked to models errors, but express how predicted groundwater levels and surface flow rates are expected to vary around their mean value, considering the hydrological model used.

Evaluation of these uncertainties remains challenging for catchment-scale impact studies. Challenges relate to the complexity of the simulated processes, the availability of data, the size of models and lengthy computing times, which constrain the number and length of model runs, as well as the use of particular methods. Improvements in modelling tools and computing resources should will provide new possibilities for this type of study. Nevertheless, the methodology used here allows to analyse more objectively the simulated impacts of climate change on groundwater, and these results could constitute a guide in the arduous and difficult task of uncertainty analysis in this context.
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Appendix A

A.1. Subsurface equations

Three-dimensional groundwater flow in both the saturated and the unsaturated zone is represented using Richards’ equation.

\[-\nabla \cdot \mathbf{q} + \sum_{} \Gamma_{ex} = Q = S_w \frac{\partial \Psi}{\partial t} + \frac{\partial (\Phi S_w)}{\partial t}\]

where \(\Gamma_{ex}\) is the volumetric fluid exchange rate between the subsurface domain and the other domains within the model [T\(^{-1}\)], \(Q\) is a source/sink term [T\(^{-1}\)], \(S_w\) is the specific storage [L\(^{-1}\)], \(\Psi\) is the pressure head [L], \(\Phi\) is the porosity [\(^{-1}\)], and \(S_w\) is the water saturation [\(^{-1}\)]. The fluid flux \(\mathbf{q}\) [L T\(^{-1}\)] is calculated as:

\[\mathbf{q} = -Kk_{r}\nabla h\]

where \(K\) is the hydraulic conductivity tensor [L T\(^{-1}\)], \(k_{r}\) is the relative permeability of the medium [\(^{-1}\)], and \(h = \Psi + z\) is the hydraulic head [L], and \(z\) is the elevation head [L].

The relations linking water saturation, pressure head, and relative permeability are expressed using the model of van Genuchten. The saturation–pressure relation proposed by van Genuchten is written:

\[S_w = S_{wr} + (1 - S_{wr})\left(1 + \frac{|\Psi|}{\theta_{rc}}\right)^{-\gamma_{rc}}\] for \(\Psi < 0\)

\[S_w = 1\] for \(\Psi \geq 0\)

The relative permeability \(k_{r}\) is given by:

\[k_{r} = S_{r}^{\alpha/2}\left[1 - \left(1 - S_{r}^{\alpha/2}\right)^{\gamma_{rc}}\right]^2\]

\[S_{wr}\] Water saturation (–)

\[\theta_{r}\] Water content (–)

\[S_{r}\] Effective saturation (–)

\[S_{wr}\] Residual water saturation (–)

\[\alpha\] Van Genuchten parameters

\[\gamma_{rc} = \left(1 - \frac{1}{\theta_{rc}}\right)^{1/\alpha}\]

A.2. Surface equations

Two-dimensional surface water flow is represented using the two-dimensional depth-averaged diffusion-wave approximation to the Saint-Venant equation:

\[-\nabla \cdot (d_{s} \mathbf{q}_{s}) - d_{s} \Gamma_{s} = Q_{s} = \frac{\partial (h_{s})}{\partial t}\]

where \(d_{s}\) is the depth of the surface water flow [L], \(h_{s} = d_{s} + z_{s}\) is the water surface elevation [L], and \(z_{s}\) is the river bed elevation [L]. \(\Gamma_{s}\) is the volumetric fluid exchange rate between the surface domain and the other domains within the model [T\(^{-1}\)], \(Q_{s}\) is the source/sink term [T\(^{-1}\)]. The fluid flux \(\mathbf{q}_{s}\) [L T\(^{-1}\)] is calculated as:

\[\mathbf{q}_{s} = -K_{s} \nabla (d_{s} + z_{s})\]

where \(K_{s}\) is the relative permeability of the surface water domain. The conductivity \(K_{s}\) is derived using the Manning’s formula:

\[K_{sx} = \frac{d_{s}^2}{n_{sx}} \frac{1}{(\partial h_{s}/\partial s)^2}\]

\[K_{sy} = \frac{d_{s}^{2/3}}{n_{sy}} \frac{1}{(\partial h_{s}/\partial s)^{2/3}} K_{sy}\]

\[K_{sy} = K_{sx} = 0\]

where \(s\) is the length along the direction of maximum slope [L], and \(n_{sx} and n_{sy}\) are the Manning roughness coefficients [L\(^{-1/3}\) T].

The interactions between groundwater and surface water are simulated using an exchange flux relation:

\[d_{s} \times \Gamma_{s} = -K_{xx} \times (h - h_{s})\]

where \(K_{zz}\) is the vertical saturated hydraulic conductivity of the underlying porous medium and \(L_{c}\) is a coupling length [L].
A3. Evapotranspiration equations

The actual evapotranspiration is calculated by HydroGeoSphere according to the model of Kristensen and Jensen (1975).

\[ T_p f_1(\text{LAI})f_2(\theta) \text{RDF}(L_e) | E_p - E_{\text{Ecan}} ] \]

\[ f_1(\text{LAI}) = \max \{ 0, \min | \left( C_2 + C_1 \cdot \text{LAI} \right) \} \]

\[ f_2 = \left\{ \begin{array}{ll} 0 & \text{for } 0 \leq \theta < \theta_2 \\ 1 - \frac{\theta_2 - \theta}{\theta_2 - \theta_1} & \text{for } \theta_2 \leq \theta \leq \theta_1 \\ 1 & \text{for } \theta > \theta_1 \end{array} \right. \]

\[ E_{p - \text{Ecan}} = E_p - E_{\text{Ecan}} = 1 - f_1(\text{LAI})E_{\text{DF}(L_e)} \]

\[ \alpha' = \left\{ \begin{array}{ll} 0 & \text{for } \theta < \theta_2 \\ \frac{\theta - \theta_2}{\theta_1 - \theta_2} & \text{for } \theta_2 \leq \theta \leq \theta_1 \\ 1 & \text{for } \theta > \theta_1 \end{array} \right. \]

\[ \text{s}_{\text{int}}^\text{max} = C_{\text{surf}} \text{LAI} \]

The actual transpiration \( T_p [\text{L} \cdot \text{T}^{-1}] \) and evaporation \( E_p [\text{L} \cdot \text{T}^{-1}] \) are calculated as a function of the potential evapotranspiration \( E_p [\text{L} \cdot \text{T}^{-1}] \), and the soil moisture \( \theta \) at each node belonging to the specified evaporative and root zones. \( \text{RDF}(L_e) \) and \( \text{EDF}(L_e) \) are the ‘Root Distribution Function’ and the ‘Evaporation Distribution Function’, respectively. These two functions distribute the water extracted along the root depth \( L_e \) and evaporation depth \( L_p \) respectively, following a quadratic law. The ‘canopy evaporation’ \( E_{\text{Ecan}} [\text{L} \cdot \text{T}^{-1}] \) corresponds to the evaporation of water intercepted by the canopy. The interception of precipitation by the canopy is dependent on the ‘interception storage capacity’ \( S_{\text{int}}^\text{max} [\text{L}] \), which represents the maximum quantity of water that can be intercepted by the canopy. It depends on the ‘Leaf Area Index’ (LAI) and the ‘canopy storage parameter’ \( C_{\text{surf}} [\text{L}] \). \( \theta_2, \theta_1, \theta_1, \theta_2 \) are the evaporation and transpiration limiting water contents, respectively. C1, C2 and C3 correspond to transpiration fitting parameters.
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