Extended Kalman Filter Design for Semilinear Distributed Parameter Systems with Application to Anaerobic Digestion
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Abstract—This paper is concerned with the online state estimation of a class of one-dimensional semilinear partial differential equation (PDE) systems considering piecewise measurements over the spatial domain. In the context of infinite-dimensional linear systems, it is well-known that the Kalman filter minimizes the mean square estimation error. For semilinear infinite-dimensional systems, the extended Kalman filter (EKF) is a widely used extension relying on successive linearizations of the estimation error dynamics. In this paper, we propose a computationally tractable implementation of the EKF using a sample-and-hold approach for which the optimal output injection operator associated to the proposed estimator is computed at each sampling time via the approximate solution of the infinite-dimensional Riccati equation. The performance of the observer is exemplified through numerical experiments which demonstrate the efficiency of the proposed approach.
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I. INTRODUCTION

Distributed biochemical reaction systems involve spatial and temporal concentration, temperature, and possibly pressure, profiles. Tubular reactors are the main example of such systems [2]. Their state variables are described by partial differential equations (PDEs) consisting of material, energy and momentum balances that couple the effects of advection, reaction, and diffusion along with initial and boundary conditions. The time and space dependencies as well as certain types of boundary conditions make the analysis of distributed reaction systems complex [3].

For process monitoring and control, the knowledge of the system states is of fundamental importance. However, there exists a number of obstacles associated with the lack of reliable sensors capable of providing on-line measurements of the state variables along the whole spatial domain, and in this case, the internal states have to be estimated from the measurement of process inputs and outputs. State observers for distributed parameter systems are usually based on a PDE model of the system together with an additional output injection term to improve the convergence of the observation error [4]. Several types of observers or filters have been proposed for tubular biochemical reactors, including moving horizon observers [5], interval observers [6], matrix inequality-based observers [7], dissipative observers [8], sliding mode observers [9], among others.

For monitoring and control purposes, the observers are numerically implemented with a computer, and there are two main options for the discretization step, either at an early stage, i.e., model discretization, or at a later stage, i.e., state observer discretization [4]. In the last decades, the state estimation of distributed-parameter systems based on the late-lumping approach has reached important milestones such as the modal design for linear and semi-linear systems [1], [8], [10]. Nonetheless, there are still some important issues concerning the design of state estimators that are feasible for online implementation, in particular, for semi-linear PDE systems with in-domain measurements. In this work, we are interested in the optimal state estimation of a particular class of distributed tubular reactor systems. Specifically, we investigate the online implementation of the extended Kalman filter (EKF) for a particular application example, e.g., a bioreactor system used in wastewater treatment with Monod type kinetics which belongs to the class of Sturm–Liouville systems (see [11] and the references therein for a definition and their connection with Riesz-spectral systems).

By exploiting spectrum properties of Sturm–Liouville operators, we propose an EKF algorithm considering a sample-and-hold approach in which the infinite-dimensional Riccati equation is converted into a set of coupled algebraic equations which are numerically solved at each sampling time.

The remainder of this paper is organized as follows. Section II states the problem of interest. In particular, an anaerobic digestion process described by a semilinear PDE system is equivalently expressed in terms of a well-posed abstract infinite-dimensional system. Section III presents the EKF algorithm for the infinite dimensional system with the output injection operator being determined from the solution of the infinite-dimensional Riccati equation. Then, a sample-

The immediate consequence of the above result is that the properties of Riesz-spectral systems and operators [10] can be used in the analysis and control of Sturm-Liouville systems, in particular for convection-diffusion-reaction systems.

II. PROBLEM STATEMENT

Consider an anaerobic digestion process (used for wastewater treatment) operated in a fixed bed reactor [12], with the methanization occurring in the limiting step. Then, the process kinetics can be characterized by the following reaction scheme

\[ S \rightarrow X + \text{biogas} \]

where \( S \) and \( X \) represent the substrate (organic matter to be degraded) and the biomass, respectively. In a first approximation and in line with the physical evidence, it is assumed that the biomass \( X \) varies very slowly in comparison to the substrate \( S \), and remains almost constant. Moreover it is also assumed that \( X \) is spatially uniform.

It should be stressed that the latter assumptions are \textit{a priori} plausible. They were introduced here in order to simplify the presentation of the proposed approach, but coupling effects can be addressed similarly to the analysis that follows. Furthermore, it is also assumed that the kinetics is described by a Monod law. Under these conditions, the process dynamics can be described (considering a dimensionless representation) by the following semi-linear parabolic equation (i.e., a diffusion–convection–reaction model):

\[
\partial_t x(z,t) = \frac{1}{P_e} \partial_z^2 x(z,t) - \partial_z x(z,t) - k_0 \frac{x(z,t)}{1 + x(z,t)}
\]  

subject to the Danckwerts’ boundary conditions

\[
\frac{1}{P_e} \partial_z x(0,t) - x(0,t) = -x_{in}(t)
\]

\[
\partial_z x(1,t) = 0
\]

where \( P_e \) is the (dimensionless) Peclet number (i.e., \( P_e = \frac{v t}{D_a} \)), and \( x, x_{in}, \tau \) and \( z \) are dimensionless variables defined as follows:

\[
x = \frac{S}{S_{sat}}, \quad x_{in} = \frac{S_{in}}{S_{sat}}, \quad t = \frac{\tau v}{L}, \quad z = \frac{\zeta}{l}
\]

with \( v, l, D_a, S, S_{sat}, S_{in}, \tau \) and \( \zeta \) denoting the fluid superficial velocity, the reactor length, the axial diffusion coefficient, the substrate concentration, the saturation constant, the inlet substrate concentration, the time and the spatial variable, respectively. The parameter \( k_0 \) is given by

\[
k_0 = \frac{\mu_{max} l X_0}{S_{sat} v Y}
\]

where \( X_0, \mu_{max} \) and \( Y \) are the assumed constant biomass, the maximum specific growth rate and the yield coefficient, respectively.
The adopted numerical values for the process parameters are taken from Table I

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{eT}$</td>
<td>5</td>
<td>Peclet number</td>
</tr>
<tr>
<td>$k_0$</td>
<td>0.875</td>
<td>Damkohler number</td>
</tr>
<tr>
<td>$x_{in}$</td>
<td>1</td>
<td>Inlet concentration</td>
</tr>
</tbody>
</table>

For numerical simulation purposes we generate the initial condition profile of $x(z, t)$ through the solution of a semidefinite programming problem formulated in (5) that can be solved by using conventional SOS (sum of squares) tools [17], i.e., the initial condition $x(0, t) = x_0(z)$ is selected as a positive polynomial satisfying the boundary conditions and with one upper bound selected by the physical conditioning of the process.

$$
\begin{align*}
\text{Find } & \quad x_0(z) = Z^T_d(z)QZ_d(z), \quad Q > 0 \\
\text{subject to } & \quad \frac{1}{P_e} \partial_z x_0(0) - x_0(0) = -x_{in} \\
& \quad \partial_z x_0(1) = 0 \\
& \quad x_0(z) < 0.4. \\
\end{align*}
$$

We considered $d = 3$ in Problem (5) for generating an initial condition profile, then the numerical simulation has been implemented using a finite-difference discretization with $N_{nod} = 85$ nodes. The time evolution profiles of $x(z, t)$ is shown in Figure 1. It was obtained by solving numerically (1)-(2) considering the parameters given in Table I and initial condition obtained through the solution of the semidefinite programming problem in (5).

![Fig. 1. Time evolution of the spatial profile of $x(z, t)$ at time instants $t_1 = 0$, $t_2 = 0.25$, $t_3 = 0.5$, $t_4 = 1$.](image)

In this paper, we are interested in estimating $x(z, t)$ from a finite number of measurements (spatially distributed). More precisely, the state estimation problem of system (1)-(2) consists in designing a dynamical observer on the basis of its mathematical model and online measurements given by

$$
y(t) = \begin{bmatrix}
f_0^1 c_1(z)x(z, t)dz \\
\vdots \\
f_0^1 c_{n_y}(z)x(z, t)dz
\end{bmatrix} \in \mathbb{R}^{n_y}
$$

where $c_j(z)$ describes the distribution of the measurement at the $j$-th position over the spatial domain $[0, 1]$.

In practical applications, measurement sensors are only placed at a finite number of discrete points (or partial areas) of the spatial domain. The definition of functionals $c_1(z), \ldots, c_{n_y}(z)$ will characterize the local measurements. For instance, the following definition

$$
c_j(z) = 1_{[z_j - \epsilon_j, z_j + \epsilon_j]} = \begin{cases} 
\frac{1}{2\epsilon_j}, & z_j - \epsilon_j \leq z \leq z_j + \epsilon_j, \\
0, & \text{elsewhere}
\end{cases}
$$

produces $n_y$ zones of piecewise uniform sensing in the interval $[z_j - \epsilon_j, z_j + \epsilon_j]$ as illustrated in Figure 2.

![Fig. 2. Distributed piecewise measurements.](image)

**Remark 1:** Notice that $c_j(z)$, $j = 1, \ldots, n_y$ in the above definition are elements in $L_2(0, 1)$ for fixed, small, positive constants $\epsilon_j$, $j = 1, \ldots, n_y$. We remark that these piecewise functions define bounded output operators on the Hilbert state space. Usually, a pointwise sensor is modelled as a delta distribution at the point $j$, i.e., $\delta(z - z_j)$ replaces $c_j(z)$, and they may yield unbounded operators within this approach: it may maps out of the Hilbert state space $L_2(0, 1)$.

### III. The Extended Kalman Filter

Consider the following equivalent state-space description of the model (1)-(2), i.e., the abstract differential equation on the Hilbert space $L_2(0, 1)$, (see, e.g., [10]):

$$
\begin{align*}
\dot{x}(t) &= \mathcal{A}x(t) + \mathcal{B}r(x(t)) \\
\mathcal{B}x(t) &= u(t) \\
y(t) &= \mathcal{C}x(t)
\end{align*}
$$

where $x(t) = x(\cdot, t) \in L_2(0, 1)$, $u(t) = [-x_{in}(t) 0]^T \in \mathbb{R}^2$ and the operators $\mathcal{A} : D(\mathcal{A}) \to L_2(0, 1)$, $\mathcal{B} : D(\mathcal{B}) \subset L_2(0, 1)$, $\mathcal{C} : D(\mathcal{C}) \subset D(\mathcal{A}) \to \mathbb{R}^{n_y}$ are defined as
A = \frac{1}{P_e} \partial_x^2 x - \partial_x x

D(A) = \{ x \in L_2(0,1) : x, \partial_x x \text{ are absolutely continuous}, \partial_x^2 x \in L_2(0,1) \} \tag{9}

\mathfrak{B}_x = \left[ \frac{1}{P_e} \partial_x x(0) - x(0) \right] \tag{10}

\mathcal{C}_x = \left[ \langle e_1, x \rangle \right]
\vdots
\left[ \langle e_n, x \rangle \right] \tag{11}

and \( G = -k_0 \) and \( r(x) = \frac{x}{1 + x} \).

The system representation (8) has to be extended to consider noisy measurements.

\[ \dot{x}(t) = \mathcal{A}x(t) + G \, r(x(t)) \]
\[ \mathfrak{B}_x(t) = u(t) \]
\[ y(t) = \mathcal{C}_x(t) + v(t) \] \tag{12}

where it is assumed that \( v(t) \in L_2([0,\infty), \mathbb{R}^n) \) is uncorrelated white Gaussian noise with zero mean and covariance \( V > 0 \).

The fundamental result for infinite-dimensional linear systems is the well-known Kalman filter [13]. Based on system representation (12), the following observer is defined

\[ \dot{x}(t) = \mathcal{A}\hat{x}(t) + G \, r(\hat{x}(t)) + \mathcal{L}(t) (\hat{y}(t) - y(t)) \]
\[ \mathfrak{B}_x(t) = u(t) \]
\[ \hat{y}(t) = \mathcal{C}_x(t) \] \tag{13}

where \( \mathcal{L}(t) : \mathbb{R}^+ \to L(\mathbb{R}^n, L_2(0,1)) \) is a time-varying output injection operator.

Now, let

\[ e(t) = x(t) - \hat{x}(t) \] \tag{14}

be the state estimation error. Then, the estimation error dynamics is given by

\[ \dot{e}(t) = (\mathcal{A} + \mathcal{L}(t)\mathcal{C}) e(t) + G (r(x(t)) - r(\hat{x}(t))) + \mathcal{L}(t)v(t) \]
\[ \mathfrak{B}e(t) = 0. \] \tag{15}

Considering the linear approximation based on Taylor series expansion around \( \hat{x}(t) \), it follows that

\[ r(x(t)) \cong r(\hat{x}(t)) + \partial_x r(\hat{x}(t)) e(t) \] \tag{16}

which results in the (extended) linearization of (15) with respect to the reconstructed state trajectory \( \hat{x}(t) \):

\[ \dot{e}(t) = \left( \hat{\mathcal{A}}(t) + \mathcal{L}(t)\mathcal{C} \right) e(t) + \mathcal{L}(t)v(t) \] \tag{17}

where

\[ \hat{\mathcal{A}}(t) = \mathcal{A} + G \, \partial_x r(\hat{x}(t)) \mathcal{I} \]
\[ D(\hat{\mathcal{A}}) = D(\mathcal{A}) \cap \ker(\mathfrak{B}) \] \tag{18}

As in (linear) Kalman filter design [13], the output injection gain is taken as

\[ \mathcal{L}(t) = -\hat{\Pi}(t) C^{*} V^{-1} \] \tag{19}

where \( \hat{\Pi}(t) : \mathbb{R}^+ \to L(L_2(0,1)) \) is a self-adjoint non-negative operator and the unique solution of the infinite-dimensional differential Riccati equation

\[ \langle \hat{\Pi}(t) \xi_1, \xi_2 \rangle = \langle \hat{\Pi}(t) \xi_1, \hat{\mathcal{A}}^*(t) \xi_2 \rangle + \langle \hat{\mathcal{A}}^*(t) \xi_1, \hat{\Pi}(t) \xi_2 \rangle - \langle C\hat{\Pi}(t) \xi_1, V^{-1} C\Pi(t) \xi_2 \rangle \]
\[ \hat{\Pi}(0) = \hat{\Pi}_0 \] \tag{20}

for all \( \xi_1, \xi_2 \in D(\hat{\mathcal{A}}^*) \), \( \forall t \geq 0 \), with \( V \in \mathbb{R}^{n_x \times n_y} \) being symmetric and positive definite. We emphasize that the Riccati equation (20) and the observer equation (13) in principle have to be solved simultaneously because \( \hat{\mathcal{A}}(t) \) depend on \( \hat{x}(t) \).

**Assumption 1**: \( r(\cdot) : L_2(0,1) \to L_2(0,1) \) has a locally Lipschitz derivative, i.e., there exists a positive constant \( l^r = l^r(\rho) \) where \( \rho > 0 \) such that

\[ \|\partial_x r(x) - \partial_x r(\hat{x})\| = l^r \|x - \hat{x}\|. \] \tag{21}

holds for all \( x, \hat{x} \in L_2(0,1) \) with \( \|x\|, \|\hat{x}\| \leq \rho \).

**Assumption 2**: There exists a bounded self adjoint non-negative operator \( \Pi(t) : \mathbb{R}^+ \to L(L_2(0,1)) \) that is the unique solution of the infinite-dimensional differential Riccati equation (20) and subject to the observer equation (13) for all \( t > 0 \).

The above assumptions are crucial to ensure the well-posedness of the extended Kalman filter design problem. Although the second one is not straightforward to verify, we know from the properties of the Riccati equation that this assumption is satisfied if the pair \( (\hat{\mathcal{A}}(t), \mathcal{C}) \) is uniformly observable. Since the operator \( \hat{\mathcal{A}}(t) \) is generated in real time, we cannot check their observability off line. Thus, in order to obtain a convergent solution, a successive iteration procedure which is incorporated into the extended Kalman filter framework is considered below.

**A. Sample and Hold Approach**

The computation of the output injection operator \( \mathcal{L}(t) \) of the extended Kalman filter relies on the successive (extended) linearization of the semilinear error dynamics as defined in (15). As a result, the extended Kalman filter induces a large computational effort due to continuously determining the self-adjoint operator \( \hat{\Pi}(t) \). Hence, in order to provide an efficient computational procedure, a sample-and-hold approach is introduced in the sequel which will allow the online implementation of the observer [14].
In order to illustrate the principle, it is assumed that the output \( y(t) \) is updated only at discrete time instants \( t_i, i \in \mathbb{N} \), with a constant sampling period given by

\[
\Delta t = t_{i+1} - t_i.
\]

Next, let \( \hat{x}(t_i) = \hat{x}(\cdot, t_i) \) and compute the output injection gain \( \mathcal{L}(t_i) \) at sampling instant \( t_i \) so that

\[
\mathcal{L}(t) = \mathcal{L}(t_i), \quad \forall \ t \in [t_i, t_{i+1}]
\]

thus, the Riccati-equation (20) is made time-invariant in the sampling intervals and has to be solved for

\[
\hat{A}(t_i) = \hat{A}_i = \mathcal{A} + \mathcal{G} \partial_x r(\hat{x}(t_i)) \mathcal{I}
\]

\[
\mathcal{D}(\hat{A}_i) = \mathcal{D}(\mathcal{A}) \cap \ker(\mathcal{B})
\]

(22)

avoiding the differentiation with respect to time, that is:

\[
\left\langle \hat{\Pi}_1 \xi_1, \hat{A}_i^* \xi_2 \right\rangle + \left\langle \hat{A}_i^* \xi_1, \hat{\Pi}_1 \xi_2 \right\rangle - \left\langle \Pi_1 \xi_1, V^{-1} \Pi_1 \xi_2 \right\rangle = 0.
\]

(23)

for all \( \xi_1, \xi_2 \in \mathcal{D}(\hat{A}_i^*) \).

More specifically, notice that \( \hat{A}_i \) is a linear time invariant operator for \( t \in [t_i, t_{i+1}] \) given by

\[
\hat{A}_i = \frac{1}{\mathcal{P}_c} \partial_z^2 - \partial_z - k_i(z) \mathcal{I}
\]

(24)

with

\[
k_i(z) = \frac{k_0}{(1 + x(z, t_i))^2}
\]

and

\[
\mathcal{D}(\hat{A}_i) = \mathcal{D}(\mathcal{A}) \cap \ker(\mathcal{B})
\]

\[
\mathcal{D}(\hat{A}_i) = \{ x \in \mathbb{L}_2(0,1) : \partial_z x \text{ are absolutely continuous},
\]

\[
\partial_z^2 x \in \mathbb{L}_2(0,1) \text{ and } - \frac{1}{\mathcal{P}_c} \partial_z x(0) + x(0) = 0,
\]

\[
\partial_z x(1) = 0 \}.
\]

(25)

Figure 3 illustrates this principle setup. Furthermore, each \( \hat{A}_i \) is the negative part of a Sturm-Liouville operator, since it has the following form

\[
\hat{A}_i = \frac{1}{\rho(z)} \left( \partial_z (p(z) \partial_z) - q(z) \mathcal{I} \right),
\]

(26)

with \( \rho, p \) and \( q \) being such that

\[
\rho(z) = e^{-P_c z} > 0, \quad p(z) = \frac{1}{\mathcal{P}_c} \rho(z) > 0,
\]

\[
q(z) = -k_i(z).
\]

(27)

Following the analysis in [11], [15], the spectrum of \( \hat{A}_i \) consists only of real, countable and single eigenvalues. More specifically, the spectrum \( \sigma(\hat{A}_i) \) of \( \hat{A}_i \) is given by

\[
\sigma(\hat{A}_i) = \{ \lambda_{i,n} : n \geq 1 \}
\]

(28)

and satisfies the eigenvalue problem

\[
\hat{A}_i \phi_{i,n} = \lambda_{i,n} \phi_{i,n},
\]

\[
\hat{A}_i^* \psi_{i,n} = \lambda_{i,n} \psi_{i,n}
\]

(29)

for all \( i \in \mathbb{N}^+ \) and \( n \geq 1 \). Furthermore, the corresponding set of eigenfunctions \( \{ \phi_{i,n} : n \geq 1 \} \) and \( \{ \psi_{i,n} : n \geq 1 \} \) are biorthogonal, i.e, \( \langle \phi_{i,n}, \psi_{i,m} \rangle = \delta_{nm} \) and \( \hat{A}_i, \hat{A}_i^* \) are both Riesz-spectral operators [11] which can be represented as

\[
\hat{A}_i \phi_{i,n} = \sum_{n=1}^{\infty} \lambda_{i,n} \langle \cdot, \psi_{i,n} \rangle \phi_n
\]

(30)

\[
\hat{A}_i^* \psi_{i,n} = \sum_{n=1}^{\infty} \lambda_{i,n} \langle \cdot, \phi_{i,n} \rangle \psi_n.
\]

B. The Eigenvalue Problem

The operator \( \hat{A}_i \) as defined in (24) is linear, but the coefficient associated to the reaction term depends on \( z \). As a result, the calculation of its spectrum is a challenging issue. In this paper, we will consider a numerical algorithm (based on the differential transformation) to address the problem of computing the spectrum of \( \hat{A}_i \) at each sampling time \( t_i \). In particular, we will adopt the mathematical formulation proposed in [16] which is summarized as follows.

Firstly, notice that an eigenvalue \( \lambda_i = \lambda(t_i) \) and its corresponding eigenvector \( \phi_i(z) = \phi(z, t_i) \) should satisfy

\[
\frac{1}{\mathcal{P}_c} \frac{d^2 \phi_i}{dz^2}(z) - \frac{d \phi_i}{dz}(z) - k_i(z) \phi_i(z) = \lambda_i \phi_i(z)
\]

\[
- \frac{1}{\mathcal{P}_c} \frac{d \phi_i}{dz}(0) + \phi_i(0) = 0
\]

(31)

\[
\frac{d \phi_i}{dz}(1) = 0.
\]
The differential transformation method, which is based on the Taylor series expansion, considers that the differential transformation \( \phi_i(k) \) and its inverse \( \phi_i(z) \) are defined as

$$
\overline{\phi}_i(k) = \frac{1}{k!} \frac{d^k \phi_i}{dz^k}(0), \quad \phi_i(z) = \sum_{k=0}^{\infty} z^k \overline{\phi}_i(k). \quad (32)
$$

Taking the differential transformation applied to (31) yields

$$
\overline{\phi}_i(k + 2) = \frac{P_e}{(k + 1)(k + 2)} (\lambda_i \overline{\phi}_i(k) - (k + 1)\overline{\phi}_i(k + 1)) + \sum_{l=0}^{k} \mathcal{E}_l(l) \overline{\phi}_i(k - l) \quad (33)
$$

$$
\overline{\phi}_i(1) = P_e \overline{\phi}_i(0) \quad (34)
$$

$$
\sum_{k=1}^{\infty} k \overline{\phi}_i(k) = 0. \quad (35)
$$

Let \( \overline{\phi}_i(0) = 1 \), and calculate \( \overline{\phi}_i(1),...,\overline{\phi}_i(N) \) from the recursive formula (33), where \( N \) is decided by the convergence of our design. Substituting \( \overline{\phi}_i(1),...,\overline{\phi}_i(N) \) into (35) yields

$$
f_i^{(N)}(\lambda_i) = 0 \quad (36)
$$

where \( f_i^{(N)}(\lambda_i) \) is an \( N \)th degree polynomial of \( \lambda_i \) and whose real roots are \( \lambda_{i,1},...,\lambda_{i,N} \). Substituting \( \lambda_{i,n} \) into (33) yields

$$
\overline{\phi}_{i,n}(0),...,\overline{\phi}_{i,n}(N), \quad \forall n = 1, ..., N. \quad (37)
$$

Notice that the representation in matrix form of (39) is given by

$$
\Pi_i = [\phi_{i,1} \cdots \phi_{i,N}] \begin{bmatrix} \hat{\Pi}_{11}^{(i)} & \cdots & \hat{\Pi}_{1N}^{(i)} \\ \vdots & \ddots & \vdots \\ \hat{\Pi}_{N1}^{(i)} & \cdots & \hat{\Pi}_{NN}^{(i)} \end{bmatrix} \begin{bmatrix} \langle \cdot, \phi_{i,1} \rangle \\ \vdots \\ \langle \cdot, \phi_{i,N} \rangle \end{bmatrix} \quad (42)
$$

with \( \hat{\Pi}_{nm}^{(i)} \in \mathbb{R}, \forall i, n, m \in \mathbb{N}^+ \), the following holds

$$
\hat{\Pi}_{nm}^{(i)} = \langle \psi_{i,n}, \hat{\Pi}_i \psi_{i,m} \rangle = \hat{\Pi}_{nm}^{(i)} = \langle \psi_{i,m}, \hat{\Pi}_i \psi_{i,n} \rangle. \quad (40)
$$

Using the fact that \( \lambda_{i,n} \) is an eigenvalue of the operator \( \hat{A}_i^* \) and \( \psi_{i,n} \) is the corresponding eigenvector, one has

$$
\langle \hat{A}_i^* \psi_{i,n}, \hat{\Pi}_i \psi_{i,m} \rangle = \langle \hat{\Pi}_i \psi_{i,n}, \lambda_{i,m} \psi_{i,m} \rangle = \lambda_{i,m} \hat{\Pi}_{nm}^{(i)} \quad (41)
$$

$$
\langle \hat{A}_i^* \psi_{i,n}, \hat{\Pi}_i \psi_{i,m} \rangle = \langle \lambda_{i,n} \psi_{i,n}, \hat{\Pi}_i \psi_{i,m} \rangle = \lambda_{i,n} \hat{\Pi}_{nm}^{(i)}
$$

and considering the biorthogonal property of \( \phi_{i,n} \) and \( \psi_{i,n} \), it is straightforward to show that

$$
\mathcal{C} \hat{\Pi}_i \psi_{i,n} = \begin{bmatrix} \langle c_1, \phi_{i,1} \rangle & \cdots & \langle c_1, \phi_{i,N} \rangle \\ \vdots & \ddots & \vdots \\ \langle c_{N}, \phi_{i,1} \rangle & \cdots & \langle c_{N}, \phi_{i,N} \rangle \end{bmatrix} \begin{bmatrix} \hat{\Pi}_{1m}^{(i)} \\ \vdots \\ \hat{\Pi}_{Nm}^{(i)} \end{bmatrix} \quad (43)
$$

$$
\mathcal{C} \hat{\Pi}_i \psi_{i,m} = \begin{bmatrix} \langle c_{1}, \phi_{i,1} \rangle & \cdots & \langle c_{1}, \phi_{i,N} \rangle \\ \vdots & \ddots & \vdots \\ \langle c_{N}, \phi_{i,1} \rangle & \cdots & \langle c_{N}, \phi_{i,N} \rangle \end{bmatrix} \begin{bmatrix} \hat{\Pi}_{1m}^{(i)} \\ \vdots \\ \hat{\Pi}_{Nm}^{(i)} \end{bmatrix} \quad (44)
$$

Then, regarding the term on the second row of (38), we obtain that

$$
\langle \mathcal{C} \hat{\Pi}_i \psi_{i,n}, V^{-1} \mathcal{C} \hat{\Pi}_i \psi_{i,m} \rangle = \left[ \hat{\Pi}_{1m}^{(i)} \cdots \hat{\Pi}_{Nm}^{(i)} \right] C^T V^{-1} C \left[ \hat{\Pi}_{1m}^{(i)} \cdots \hat{\Pi}_{Nm}^{(i)} \right] = \sum_{k,l} C_{kl} \hat{\Pi}_{km}^{(i)} \hat{\Pi}_{kn}^{(i)}. \quad (45)
$$

Hence, equation (38) becomes an infinite system of coupled scalar equations given by

$$
(\lambda_{i,n} + \lambda_{i,m}) \hat{\Pi}_{nm}^{(i)} - \sum_{k,l} C_{kl} \hat{\Pi}_{km}^{(i)} \hat{\Pi}_{kn}^{(i)} = 0, \quad (46)
$$

where \( C_{kl} \) is the element at the \( l \)-th row and \( k \)-column of matrix \( C^T V^{-1} C \).
Hence, the expression in (46) will provide $0.5N(N+1)$ coupled algebraic equations that must be solved simultaneously and may be represent in matrix form as

$$A_i P_i + P_i A_i^T - P_i C^T V^{-1} C P_i = 0$$

(47)

where

$$A_i = \begin{bmatrix} \lambda_{i,1} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & \lambda_{i,N} \end{bmatrix}.$$  

(48)

Once $P_i$ whose entries are the parameters $\hat{\Pi}^{(i)}_{mn}$ of the self-adjoint operator $\hat{\Pi}_i$ are computed by solving the algebraic Riccati equation (47), the output injection operator can be determined by means of

$$L_i y = -\hat{\Pi}_i C^T V^{-1} y$$

$$= -\sum_{n,m} \hat{\Pi}^{(i)}_{nm} \langle C^T V^{-1} y, \phi_{i,m} \rangle \phi_{i,n}$$

(49)

$$= -\sum_{n,m} \hat{\Pi}^{(i)}_{nm} \langle y, V^{-1} C \phi_{i,m} \rangle \phi_{i,n}$$

that may be represented in matrix form as

$$L_i y = [\phi_{i,1} \cdots \phi_{i,N}] P_i C^T V^{-1} y$$

(50)

D. State Estimation Algorithm

The above developments are summarized in the following state estimation algorithm for a given sampling period $\Delta t$.

**EKF Algorithm:**

1. **function:** Eigenspectrum($t_i, t_{i+1}$) computes the sets
   \[ \{\lambda_{i,n} : n = 1, \ldots, N\}, \{\phi_{i,t} : n = 1, \ldots, N\}, \{\psi_{i,n} : n = 1, \ldots, N\} \] for $t \in [t_i, t_{i+1}]$ according to section III-B.
2. **function:** Riccati($t_i, t_{i+1}$) solve (46) for $t \in [t_i, t_{i+1}]$.
3. **function:** Observer($t_i, t_{i+1}$) solve (13) for $t \in [t_i, t_{i+1}]$ with $\hat{x}(t_0) = \hat{x}(t_i)$.
4. **input:** $\hat{x}(t_0), t_0$
5. **initialize:** $i = 0$
6. **while** $i \geq 0$ do
   a) $t_i = t_0 + i\Delta t$ and $t_{i+1} = t_i + \Delta t$;
   b) Output measurement: $y_i = y(t_i)$;
   c) $\hat{A}_i = \hat{A} + G \hat{V} (\hat{x}(t_i)) Z$
   d) Determine the sets of eigenvalues and eigenfunctions
      \[ \{\lambda_{i,n}\}, \{\phi_{i,n}\}, \{\psi_{i,n}\} = \text{Eigenspectrum}(t_i, t_{i+1}); \]
   e) Determine the solution of Riccati equation:
      $\hat{\Pi}_i = \text{Riccati}(t_i, t_{i+1})$;
   f) Update the state estimation:
      $\hat{x}(t_{i+1}) = \text{Observer}(t_i, t_{i+1})$;
   g) $i = i + 1$.

IV. Numerical Experiments

In this section, the performance of the proposed approach is evaluated using numerical simulation of the bioreactor (1) with the numerical values taken from Table I. It is also assumed that the measured output is given by $n_y = 1$ in-domain piecewise measurement according to (6)-(7) with $\varepsilon_1 = 0.01$ and disturbed by white gaussian noise with power $4 \text{ dBW}$. The EKF is implemented with an initial concentration profile $\hat{x}_0(z)$ which is selected as a positive polynomial satisfying the boundary conditions and matching the initial state measurement so as to obtain a faster convergence [4]. Thus $\hat{x}_0(z)$ can be generated via the solution of the following semidefinite programming problem

$$\begin{align*}
\text{Find } \hat{x}_0(z) = Z_d^T(z)\hat{Q} Z_d(z), & \quad \hat{Q} > 0 \\
\text{subject to } & \\
\frac{1}{r_z} \partial_z \hat{x}_0(0) - \hat{x}_0(0) = -x_m \\
\partial_z \hat{x}_0(1) = 0 \\
\hat{x}_0(z_1) &= x_0(z_1) \\
\hat{x}_0(z) &< 0.4.
\end{align*}$$

(51)

Having selected $d = 3$, initially, the time evolution of the estimation error norm concerning the proposed state estimation scheme for different simulation scenarios were considered.

Figure 4 shows the convergence of the estimation error norm for different sensor locations considering a sampling period of $\Delta t = 0.08$, a number of modes in the eigenvalue approximation problem $N = 10$ and a variance $V = 2.5$ for implementing the EKF algorithm and generating the numerical simulation.

![Fig. 4. Time evolution of the estimation error norm $\|e(t)\|$ for $z_1 = 0.25$, $z_1 = 0.45$, $z_1 = 0.65$, $z_1 = 0.85$.](image)

This figure indicates that the sensor location $z_1 = 0.25$ provides the best performance with respect to other locations considered in the numerical simulation. This fact is also
supported in the minimization of the initial estimation error norm, since the initial state estimator profiles were selected to coincide with the initial measurements at the corresponding sensor locations. Moreover, this behaviour is also maintained when varying the values of $V$ and $N$. Figure 5 illustrates the response for different values of $V$ while fixing $z_1 = 0.25$ and $N = 10$, and considering the proposed EKF algorithm. It turns out that $V = 10$ becomes an appropriate estimation for the measurement noise variance among those being tested.

Then, Figure 7 shows the profile evolution of $x(z, t)$ (red lines) as well as its estimate $\hat{x}(z, t)$ (blue lines) in four different time instants and Figure 8 depicts the evolution of the estimation error surface $e(z, t)$ both considering $z_1 = 0.25$, $\Delta t = 0.02$, $N = 10$ and $V = 10$.

In Figure 6, the error response is evaluated for different values of $N$ considering $z_1 = 0.25$ and $V = 10$. It can be noticed by increasing the number of modes from $N = 5$ to $N = 15$ (considered to approximate the infinite dimensional-Riccati equation) that a similar performance is obtained. Hence, we consider $N = 10$ as an appropriate selection for the observer implementation.

It should be observed that the procedure outlined here guarantees that the state estimate robustly converges to the true state, provided the feasibility of the solution of the Riccati equation at each sampling time for different design parameters, something that is not verifiable in advance but systematically proved from the assessment of the EKF implementation. Furthermore, as depicted in Figure 4, the sensor location influences the convergence performance of the state estimation error. Likewise, the increase of the parameter value $V$ improves the attenuation of the measurement noise as shown in Figure 5. The decay rate convergence is slightly improved by increasing the number of modes considered in
the approximate solution of the infinite dimensional Riccati equation which is substantiated with the compensation of more slow modes presented in the error dynamics by increasing the number of terms considered in the implementation of the output injection operator defined in (50).

V. Conclusion

In this paper, an EKF-based algorithm is proposed for estimating the state of a class of semilinear PDE systems. In particular, the (extended) linearization of the semilinear estimation error system is performed around the estimated state, which results in a linear PDE system with space- and time-varying coefficients depending on the estimated state. The output injection operator is thereby systematically determined by applying a sample-and-hold approach. Herein, the spectral properties of the resulting time variant state operator are used to transform the differential Riccati equation into a set of coupled algebraic equations to be solved at each sample time. Simulation results for the simplified model of a tubular bioreactor with Monod kinetics illustrate the convergence and robustness of the state estimator regarding the discretization of the state estimator. It has been clearly noted that the proposed algorithm provides accurate estimation of the state variable provided that $\Delta t$ is sufficiently small.
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