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I. INTRODUCTION

This paper presents some insights I have gained through the empirical research that I have been conducting on software ecosystems maintenance in the context of an interdisciplinary project ECOS (“Ecological Studies of Open Source Software Ecosystems”, 2012-2017), as well as through some recent results that have been reported by other researchers in the domain of software ecosystem evolution.

In 2015 we conducted a survey on the open challenges in software ecosystem research [1]. Twenty-six respondents (researchers active in the field) answered open questions related to the current research, future trends, lack of tooling and specific challenges that software ecosystem researchers are confronted with. Focusing on software evolution specifically, I will report on some of the identified challenges in more detail.

Many researchers have proposed different definitions of software ecosystems. A software ecosystem is often studied from a business perspective [2]. For example, Jansen et al. [3] define a software ecosystem as “a set of businesses functioning as a unit and interacting with a shared market for software and services, together with the relationships among them.” From the point of view of software evolution, however, a more technical perspective seems more adequate. Lungu [4] therefore defined a software ecosystem as “a collection of software projects that are developed and evolve together in the same environment”. Manikas [5] combined all these perspectives into a single encompassing definition of a software ecosystem as “the interactions of a set of actors on top of a common technological platform that results in a number of software solutions or services. Each actor is motivated by a set of interests or business models and connected to the rest of the actors and the ecosystem as a whole with symbiotic relationships, while the technological platform is structured in a way that allows the involvement and contribution of the different actors.” The latter definition will be adopted in this article.

The remainder of this article is structured as follows. Section II starts by presenting some well-known examples of important problems that can arise during software ecosystem evolution. Section III claims that, in order to understand and cope with these problems, one needs to adopt a socio-technical view of the ecosystem. Section IV justifies the use of an interdisciplinary and mixed methods approach to analyse software ecosystems and to propose solutions that facilitate evolution and increase maintainability. Section V presents what I believe to be the most important challenges in software ecosystems research. Finally, Section VI concludes.

II. WHEN THINGS GO WRONG

Complicated and changing dependencies are a burden for many developers [6], and are sometimes referred to as the “dependency hell”. As will be illustrated by several examples throughout this section, many large and very well-known software ecosystems (e.g., CRAN, npm, Eclipse, Debian, Gentoo and Gnome) have experienced important maintainability problems at some point in their lifetime.

Through interviews conducted with contributors of the CRAN ecosystem, we observed that developers are struggling with backward-incompatible updates of packages they depend on [7]. Bogart et al. explored similar problems related to breaking changes through interviews with contributors of Eclipse, CRAN and npm [8].

Some striking problems have been reported for the JavaScript package ecosystem, and more specifically for the packages of its runtime environment Node.js, managed by the npm package manager [9]. Since its creation in 2009, npm has grown very rapidly, hosting more than 240K packages in August 2016. Some of these packages are required by many other packages, sometimes in an extreme way. For example, the package isarray1 essentially contains three lines of code:

1https://www.npmjs.com/package/isarray
Yet, over 150 packages still depend on it (counted in August 2016). Related problems to dependencies have been criticized by David Haney in his blog. An even more severe example is the package leftpad, which essentially contains a few lines of source code but has thousands of dependent projects, including Node and Babel. When its developer decided to unpublish all his modules for npm, this had important consequences, “almost breaking the internet”.

The R ecosystem, a very popular and rapidly evolving open source environment for statistical computing, relies on a central gatekeeper system called CRAN. It is steadily growing and contains almost 9,000 packages (counted in August 2016). It has been criticized of becoming too large and suffers from problems with its dependency management system. An additional difficulty arises due to the increasing use of GitHub for distributing packages that are not available on CRAN. Empirical studies confirm these maintainability problems, and automated solutions are proposed.

Gentoo, one of the open source Linux distributions, is another example of a popular ecosystem that has witnessed important problems during its evolution history. Zanetti et al. studied the social organisation structure, by analyzing the collaboration network and dynamics of Gentoo’s bug tracking system over a period of ten years. An increasing centralisation towards a single central contributor, followed by an unexpected departure of this contributor, caused a major disruption in the community’s bug handling performance. This case study reveals that, next to analyzing the technical aspects of an ecosystem (such as its package dependencies), it is equally important to address the social aspects.

The expectations, values, tooling and (versioning) policies suggested or imposed by the community may differ significantly from one ecosystem to another. In addition, ecosystem contributors may not necessarily be fully aware of these practices or do not properly adhere to them. For example, in a study of the Maven Central Repository, Raemakers et al. observed that the recommended semantic versioning policy is not always adhered to, causing many unintended breaking changes. A similar observation was made by Businge et al. for Eclipse third-party plug-ins. It is therefore important to make the “community values and accepted trade-offs explicit and transparent in order to resolve conflicts and negotiate change-related costs”.

Yet, the degree to which a community is willing to cope with maintainability issues and breaking changes is highly ecosystem dependent. The Eclipse ecosystem, for example, aims for long-term stability and preservation of backward compatible changes. While imposing a significant burden on its developers, this policy is supported by the Eclipse API Tools component that reduces the chance of accidental breaking changes. npm, on the other hand, does not have a central gatekeeper and aims for rapid evolution. Its developers “are less concerned about breaking changes as long as they are signalled clearly through version numbering” [8]. Tools like Greenkeeper help identify and reduce the impact of breaking changes.

While solutions to analyze and reduce the impact of dependencies and changes are often technical in the form of automated tools, social solutions may be equally effective. For example, de Souza et al. present several strategies through which software developers manage dependencies in their software projects [19]. One of these strategies consists of giving specific team members the task of communicating and synchronizing with external developers that provide software components to the team.

A challenge of a different nature is how to perform a major upgrade or migration of the software ecosystem itself, while limiting the negative impact of such a major disturbance of the ecosystem. A possible strategy would be to have both versions of the ecosystem co-exist during the migration (as is the case with Python 3.0, the first ever intentionally backwards incompatible Python release that continues to co-exist with Python 2 until 2020). Sometimes, however, major upgrades may cause disillusion in the ecosystem community. This was the case for the Gnome 3 Linux desktop environment (a replacement of Gnome 2) that caused many Linux users to stop using Gnome and choose Xfce as an alternative.

### III. A SOCIO-TECHNICAL VIEWPOINT

From the case studies presented in Section II it should be clear that providing proper automated support for the maintainability of software ecosystems is not trivial, and needs to consider both the technical and the social dimension. To fully understand the dynamics of a software ecosystem, one should therefore consider a software ecosystem as a kind of socio-technical network, which is a graph structure featuring two types of nodes: the contributors (people) to the ecosystem, and the technical artefacts (e.g., software packages, documentation, bug reports, patches) produced by these contributors. Such a graph will have dependencies between all types of nodes: contributors will communicate or collaborate with other contributors, technical artefacts may depend on each other, and contributors will produce or modify technical artefacts.

#### Socio-technical congruence

As early as 1968 already, Melvin Conway hypothesized that “Any organization that designs a system (defined broadly) will produce a design whose structure is a copy
of the organization’s communication structure.” Cataldo et al. introduced the concept of socio-technical congruence to reflect the alignment between the technical dependencies and the social coordination in a project [21]. In a company setting, they investigated its impact on developer productivity [21] and failure-proneness of the software system [22]. Kwan et al. [23] analyzed its effect on software build success. McCormack et al. introduced the term mirroring hypothesis to reflect the socio-technical alignment, and also found empirical evidence for software developed by individual companies [24]. However, together with [25] they also observed that collaborative open source software projects appear to follow an approach that is more modular and decoupled from the organisational structure. One of the reasons for this seems to be that “digital technologies make possible new modes of coordination that enable groups to deviate from classical mirroring as seen within firms.” Further studies remain needed on whether or not socio-technical congruence can be observed in collaborative open source software ecosystems, and whether or not this is beneficial in any way.

Socio-technical software development networks tend to have a dual nature: techniques or tools that are defined or used to understand or support the technical dependency network often also make sense for the social dependency network, and vice versa. Let me illustrate this by means of two concrete examples.

Technical versus social debt

At the technical side, the notion of technical debt (coined by Cunningham [26]) is a well-known concept advocated by the agile development community. It can be defined as “a concept in programming that reflects the extra development work that arises when code that is easy to implement in the short run is used instead of applying the best overall solution”. Software refactoring techniques can be used to reduce the technical debt. The SQALE quality model and method aims to manage technical debt, and tool support is commonly available. Some ecosystems, like Eclipse, are more subject to technical debt, because of their strong requirement to preserve backward compatibility. This requirement is not always easy to reconcile with the need to accommodate new changes rapidly.

The analogy with technical debt would be social debt. Tamburri et al. define it as the “unforeseen project cost connected to sub-optimal organisational-social structures” [27]. In a company setting, they identified a set of community smells, or socio-technical anti-patterns that may be indicators of social debt. Examples are the lack of communication between teams, egocentric or unresponsive team members, and problems related to differences in culture or experience. Just like refactoring techniques help in reducing the technical debt, reorganisations in the social and organisational structure would help in reducing the social debt. It should, however, be clear that social debt and technical debt cannot be seen in isolation. Due to the intricate socio-technical relationships, and the possible presence of a socio-technical congruence, social debt is likely to have an impact on technical debt and vice versa.

Social debt not only arises in individual software projects, but also in software ecosystems. The types of smells that may be indicators of social debt are likely to be different for such highly collaborative systems. For example, the Gentoo case mentioned in Section II witnessed an increased reliance on a single central contributor, combined with a “disruptive social environment” and “increased bureaucracy” [16].

Social versus technical bus factor

The so-called bus factor (a.k.a. truck factor) is a well-known, but understudied, concept in collaborative software development. It refers to the number of team members that need to be “run over by a bus” before the project gets in trouble. In extreme cases, the loss of a single key person may lead to serious problems, as was illustrated in Section II for the Gentoo case [16]. Cosentino et al. proposed a tool to automatically measure the bus factor of projects stored in Git repositories [28]. Avelino et al. proposed and validated a new way of measuring the bus factor [29]. The risks related to developer turnover can be mitigated by resorting to techniques such as pair programming and shared code ownership. Rigby et al. proposed to identify successors (and involve them as co-owners) to reduce the risk associated to developer turnover [30]. They also presented a method to predict the developer with the most related expertise as a successor. Garcia et al. proposed a machine learning classifier for measuring online contributor motivation to predict contributor turnover [31].

The technical equivalent of the social bus factor phenomenon would refer to serious problems in a project because of the unexpected removal (getting “run over by a bus”) of technical artefacts. Several cases of this were already presented in Section II. For example, the removal of the package leftpad from npm caused a massive amount of breaking dependencies. Incidentally, the cause of this removal was another instance of the social bus factor, since the owner of leftpad abandoned npm after having removed all his packages.

IV. INTERDISCIPLINARY RESEARCH

Researchers have embraced the intrinsic socio-technical nature of software ecosystems, and many empirical analyses consider both the technical and social factors. These research results often have an interdisciplinary nature, drawing inspiration or using techniques originating from other domains.

Complex socio-technical networks

Several researchers have analyzed the presence and evolution of complex network properties in the socio-technical networks of software projects and ecosystems [32]–[35]. Such properties appear to emerge as a side effect of the development
process, without any particular software design principle explicitly dictating their presence. Examples of such properties are the presence of power law behavior, a scale-free network topology\textsuperscript{12} and a small-world structure\textsuperscript{13}. Myers and Concas et al. have proposed models attempting to explain the process leading to complex network properties [32], [34]. It still remains an open challenge to come up with explanatory models that most naturally resemble the collaborative development process that one can observe in socio-technical networks of software ecosystems.

Social network analysis (SNA) techniques [36] have been used frequently to study open source software developer communities [37], [38]. A well-known success story is the use of SNA to improve prediction of software failures. For example, Pinzer et al. [39] empirically investigated the effect of developer contribution fragmentation on the number of post-release failures. They applied so-called centrality measures to the socio-technical network, and found that more central modules are more failure-prone. The closeness centrality measure turned out to be the most significant for predicting the number of post-release failures. Bird et al. [40] did something similar, by combining technical network properties (which software components have dependencies on others) with social network properties (who has worked on which components and how much). The reasoning behind this is that the social and technical aspects interact to influence the quality of the resulting software. The combined use of technical and social properties was found to predict software failures more accurately than when using each set of properties in isolation.

In a tutorial, Madey proposed to borrow techniques from complex systems theory to study large-scale software development [41]. This theory provides a scientific framework to study problems that are difficult to solve and systems that are hard to understand because the causes and effects are not obviously related. In particular, he proposed to consider a software (eco)system as a complex adaptive system, i.e., “a system that exhibits behaviors arising from non-linear spatio-temporal interactions among a large number of components and subsystems.” Next to SNA, a wide portfolio of techniques and associated tools could be used to study such systems: dynamical systems theory, cellular automata and agent-based simulation.

Ecological, economical and other statistical measures

Ecological modelling techniques have been proposed based on an analogy between natural ecosystems and software ecosystems. In [42] I explored this analogy in more detail. Ecological measures have been proposed to study socio-technical networks of software ecosystems. In ecological research, a wide range of diversity metrics have been proposed to measure the biodiversity of species belonging to the ecosystem. Examples are Pielou’s index (a.k.a. species evenness), Shannon diversity (a.k.a. entropy), and Simpson’s diversity index. I have provided an overview of these diversity indices and their application to software ecosystems in [43]. Posnett et al. [44] used the notion of relative entropy (a.k.a. Kullback-Liebler divergence) to define and measure the attention focus (of developers and software modules, respectively) and its effect on defects found in modules. They observed that more focused developers introduce fewer defects, while files that receive narrowly focused activity are more likely to contain defects than other files. Linguistic diversity in software projects and the related risk of using a programming language was explored by Vasilescu et al. [45]. The same authors also used diversity measures to measure gender diversity and tenure diversity in GitHub teams [46]. For gender diversity they used the Blau index (a variant of the Simpson index); for tenure diversity they relied on the coefficient of variation. They observed that increased diversity was associated with greater productivity. Unfortunately, however, women still remain underrepresented in most open source software ecosystems.

Next to the use of diversity measures, econometric indices (used to assess the inequalities in a distribution) have been borrowed from research in economy to study socio-technical characteristics of software ecosystems [47], [48]. As an example, Vasilescu et al. defined a series of metrics based on the Gini index to assess the degree of specialisation of projects and contributors in the socio-technical network of the Gnome software ecosystem [49]. Among many other results, they observed the presence of two quite distinct subcommunities of contributors (essentially, coders and translators), with different activity patterns and different needs. This implies that, in order to provide adequate tool support for an ecosystem community, it is important to identify and support the specific needs of its subcommunities. It could even be useful to provide personalized support for individual ecosystem contributors, based on an automatic identification of their specific contributor profiles (in terms of their specific activity, communication and contribution patterns).

An example of a statistical technique that has been borrowed from another scientific discipline is survival analysis [50]. It originates from biomedical sciences where it is used to study factors affecting the time to death of patients or laboratory animals. More broadly, it is also widely used in social sciences to analyse the time to event for a variety of events (such as child birth, switching employment, marriage or divorce, etc.) Survival analysis uses concepts like censoring to deal with observations that suffer from incomplete information (such as dropout of subjects during the study). In the context of software ecosystems, Samoladas et al. applied this technique to assess the expected duration of open source software projects [51]. After partitioning projects by type or domain, they used Kaplan-Meier estimations of the survival functions to compare the survival of projects belonging to different domains. They also observed that survivability increases as projects become larger.

\textsuperscript{12} A distribution is considered scale-free if it appears the same whatever the scale of the observation.
\textsuperscript{13} This means that the average path length between any two nodes is very small, and there is a large amount of clusters.
Natural language processing

Originating from the research domain of natural language processing (NLP), an emerging technique for studying socio-technical aspects of software ecosystems is the use of sentiment analysis [52]. Applying sentiment analysis techniques to the domain of software ecosystems requires tuning the tools and lexicons to this domain, in order to avoid producing unreliable results [53]. In the context of Apache’s JIRA issue tracking system, Ortu et al. observed that human affectiveness (measured by the presence of positive or negative emotions) has an impact on productivity (measured by the time required to fix issues) [54]. In the context of the Gentoo ecosystem, Garcia et al. analyzed the emotions of contributors to the e-mail archives and bug tracker [31]. They observed that contributors are more likely to become inactive when they express strong positive or negative emotions in the bug tracker, or when they deviate from the expected value of emotions in the mailing list. Based on such observations, a Bayesian classifier was proposed to predict the risk of contributors leaving the project.

To summarize, since engineering of software ecosystems is to a large extent a social activity, a combined focus on human and software engineering aspects is required. This has spawned a thriving new research area called collaborative software engineering [55] or behavioral software engineering [56].

Analyzing and predicting how software ecosystems evolve over time necessarily requires empirical studies that adopt mixed methods research [57]. By involving theories from other disciplines like sociology and psychology, and by combining quantitative methods with qualitative ones (such as user surveys and interviews), a mixed approach increases confidence of the findings, by combining the strengths of the complementary research methods used.

V. SOFTWARE ECOSYSTEM CHALLENGES REVISITED

This section revisits some of the challenges in software ecosystems research previously identified [1]. In line with the previous sections, we will mainly explore them from a socio-technical viewpoint.

The main challenge for any software community resides in how to design and structure its ecosystem in such a way that it fosters a lively community, while at the same time maintaining the quality, stability and reliability of the ecosystem. We have observed in Section II that proposed solutions tend to be very ecosystem-specific. They will depend on the values and habits of its community members, but they will also depend on the specific tools used by the community. For example, the decision to choose GitHub as the main repository hosting service will inevitably impact the way in which developers collaborate. Indeed, GitHub favours (but does not impose) a pull-based development process that comes with its specific advantages and shortcomings [58], [59]. The analysis of software development data mined from GitHub repositories should also consider the many perils reported by Kalliamvakou et al. [60].

In many cases, the boundaries of a software ecosystem are ill-defined. Some ecosystems naturally emerge and grow over time. This phenomenon was observed by Blincoe et al. when studying GitHub-hosted projects [61]. They proposed a method to identify ecosystems within GitHub based on the technical dependencies across projects, and found that most identified ecosystems were clustered around a single project. In addition to this, these ecosystems tend to be interconnected. Automated tool support to detect and support such “ad hoc” emerging ecosystems is highly desirable. A better understanding of the socio-technical network of such ecosystems is also required in order to understand how ecosystems emerge and become more or less popular and successful over time.

One a software ecosystem has been established (or has naturally emerged), the obvious next challenge resides in how to evolve and maintain it. This challenge has been discussed at length in previous sections of this paper. The focus was mainly on managing breaking changes between dependent software components belonging to the same ecosystem, but also on how to migrate an ecosystem to a new major release.

Comparing software ecosystems in order to understand their differences is a challenge that remains wide open. As observed by Vasilescu et al. [49], such differences even arise between different subcommunities of the same ecosystem. Being aware of these differences can be valuable for all contributors of the ecosystem. For researchers, it is important to study how the specificities of each ecosystem affect its maintainability and evolution.

Big data

From a research point of view, undoubtedly the most important is the big data challenge [62]. Traditionally, this challenge is broken up into four dimensions, commonly referred to as the 4 V’s of big data: Volume, Variety, Veracity and Velocity.14

With respect to the first V, software ecosystems contain a huge volume of data (often in the range of terabytes) that is worthwhile to be analyzed. Because of this, software ecosystem analysis faces similar issues as big data in many other scientific domains.

Software ecosystem researchers also need to cope with the variety or heterogeneity of data sources, that can be either structured (e.g. programs), semi-structured (e.g. e-mails) or unstructured (e.g. unformatted texts). Examples illustrating the wide variety of data sources used include version control repositories (containing the source code and other software artefacts), issue trackers (containing bug reports, feature requests and how they have been addressed), mailing lists (capturing communication between members of the ecosystem community, e.g. developers and users), Q&A websites (answering questions raised by developers or users), Twitter communication, surveys and interviews. Socha et al. even go a step further by proposing wide-field ethnography, combining data from a wide variety of sensors such as video recordings.

14www.ibmbigdatahub.com/infographic/four-vs-big-data
screen capture software, audio recordings, photographs and field notes of software developers collaborating in situ [63].

The third big data dimension concerns its veracity. The data that needs to be analyzed is often partially incomplete, uncertain or inconsistent. For example, Bruntink reported on a series of problems related to implausible, inconsistent or missing data, which he encountered while analyzing Ohloh, a large-scale on-line index and analytics platform for open source projects [64]. Similar issues can be observed in other data sources.

Velocity, the final V, is also an issue in some cases, with new data appearing faster than can be processed. As an example, new commits are made to GitHub several times every second. This may be less of an issue for empirical studies, in which the data is typically analyzed off-line. For automated tools that support the activities of a software ecosystem community (e.g. web-based dashboards), however, it may be important to rely in the most recent data in order to make informed decisions.

Big data can also benefit from techniques such as deep learning algorithms to open up new opportunities for improved understanding of, and better support for, evolving software ecosystems. A first step in the direction of deep learning software repositories was proposed by White et al. [65]. Wang et al. applied deep learning for improved software defect prediction [66], and Corley et al. used it for improving developer effectiveness in feature location [67].

Privacy versus Reproducibility

Another very important issue is preserving privacy. Software ecosystem data typically contains information about contributors involved in the development and maintenance of components of the ecosystem. Researchers are interested in such data, for example to understand how the expertise and work patterns of individual contributors may affect the software ecosystem as a whole. Techniques such as identity merging have been proposed to facilitate this analysis [68], [69]. It is, however, imperative to preserve privacy of those individuals. For example, in May 2016, a new EU directive for the protection of personal data has been published, giving citizens more control over the use of their personal data. Persons or organisations collecting and managing personal information must protect it from misuse and must respect certain rights of the data owners which are guaranteed by EU law. Satisfying these laws can be quite challenging, since it is technically possible to infer personal information (such as gender, personality traits, and even beliefs and perceptions) from data gathered from software ecosystems (such as e-mail correspondence). Therefore, appropriate techniques need to be developed and put into place to guarantee anonymity. Fung et al. presented a survey of research results and future directions in privacy-preserving data publishing [70]. Malik et al. provided an overview of privacy-preserving data mining tools and techniques, and proposed future research directions [71].

It remains a challenge to reconcile the need to preserve privacy with the needs of researchers to make their data and results openly accessible to other researchers for reproducibility purposes [72], [73]. A directly related practical challenge is the difficulty of sharing this data, since a variety of different formats, tools, and operating systems are used, and because of the storage problems due to the fact that we are dealing with huge amounts of data. Partial solutions to these problems are being proposed by the research community, such as the use of Docker containers [74] or dedicated experimental software engineering research workbenches such as TraceLab [75].

VI. CONCLUSION

In this paper, I explored the active research domain of software ecosystems, and in particular the challenges of their maintenance and evolution. Typical problems relate to breaking software components due to backward incompatible updates in their dependencies, and difficulties to perform major upgrades of the ecosystem as a whole because of all these interdependencies. Every software ecosystem has its own specifics, requiring customized tools to address these problems.

Nevertheless, empirical research reveals that, in order to provide such solutions, it is important to consider not only the technical aspects of the ecosystem dynamics but also the social or human aspects of its community of contributors. This socio-technical viewpoint opens up a new domain of collaborative software engineering research, combining ideas from traditional software engineering research with those from computer-supported collaborative work.

In addition to this, empirical research on the socio-technical dynamics of software ecosystems is becoming increasingly interdisciplinary, borrowing techniques and ideas from many other scientific disciplines. Examples include the use of social network analysis techniques from social sciences, the use of diversity metrics borrowed from ecology, the adoption of econometric indices used in economy, the use of survival analysis techniques coming from medial sciences, and many more. The socio-technical nature of software ecosystems also requires a mixed methods research approach, combining quantitative empirical methods with more qualitative ones such as those used in sociology and psychology.

While socio-technical research on software ecosystem evolution is very active, as can be witnessed by the many recent references cited in this paper, I have identified many remaining open challenges. It is my hope that researchers in this field will be inspired by this article to take up some of these challenges, and as such further advance this important field of research.
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