Material constitutive model and chip separation criterion influence on the modeling of Ti6Al4V machining with experimental validation in strictly orthogonal cutting condition
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1. Introduction

Ti6Al4V is the most widely used titanium alloy, according to [1–4]. It is mainly composed of 6% of aluminum and 4% of vanadium in mass, explaining its name. At room temperature, Ti6Al4V is an $\alpha + \beta$ alloy (90% in volume of the $\alpha$ phase [5]). Saw-toothed chips (in the literature, this type of chips is also called segmented, serrated or fragmented) are common in Ti6Al4V machining. This kind of chips can often lead to tool vibration and wear problems [6] but can sometimes facilitate chip fragmentation. It should therefore be avoided, or, at least, the size of the teeth should be reduced to decrease these problems. The comprehension of the mechanisms leading to this type of chips would improve Ti6Al4V machinability.

Three main theories explain the formation of Ti6Al4V saw-toothed chips [7]. The first one is the adiabatic shear band [8–12], in which large shear in the primary shear zone leads to thermal and strain softening of the material. The crack propagation [13,14], secondly, in which a continuous crack appears at the free surface of the chip and propagates towards the tool due to the large shear in the primary shear zone. Thirdly, the combination of the two previous theories in which the adiabatic shear band is the precursor of the material failure and the crack propagation [9,15,16]. The formation mechanisms of this kind of chips are also studied for other materials such as hardened steels [24,25] or aluminium alloys [25] at cutting speeds higher than for Ti6Al4V. Experimental (quick-stop) orthogonal cutting studies on these materials show that the formation of a saw-toothed chip is performed through the mechanisms of the third theory [24,25]. In the case of hardened steels, ductile fracture is observed under severe cutting conditions; large plastic strains occur otherwise [24]. Cutting speed, uncut chip thickness and hardness are the dominant parameters to control the saw-toothed chip formation [24,25].

Different finite element models can be found in the literature to form saw-toothed Ti6Al4V chips. Some of them are developed with Deform-2D, either with [17] or without [18,19] damage properties for the machined material. They lead to a chip with less angular, more rounded teeth than for the experimental chip. This could be due to the remeshing and/or a too coarse mesh. These models consider that the formation of the saw-toothed chip is due to the adiabatic shear band. Calamaz et al. [16] present a numerical chip produced with Forge 2005, with and without damage. The
chip morphology with damage (therefore formed due to the conjunction of the adiabatic shear band and the crack propagation) is closer to their experimental reference. Mabrouki et al. [20] and Zhang et al. [21,22] developed Lagrangian models with Abaqus without remeshing but with damage and using a sacrificial layer. This layer is of the same order of magnitude as the cutting edge radius of the tool and they add a chamfer to the workpiece to limit the deformation of the finite elements in that zone. Such models with a sacrificial layer are therefore developed for a defined set of cutting conditions. Their modification implies to adapt the geometry of the model (at least).

In the recent literature [7,23], numerically as well as experimentally, the theory coupling the adiabatic shear band and the crack propagation (third theory) competes with the adiabatic shear band theory (first theory). The mechanisms leading to the formation of a Ti6AI4V saw-toothed chip are consequently an ongoing problem in the literature.

An orthogonal cutting finite element model developed with Abaqus and relying on the third theory [7] is presented in this paper to form a numerical Ti6AI4V saw-toothed chip. This model is intended to handle various cutting conditions (in terms of cutting speeds and depths of cut) without the need to modify it. Following the development of a numerical model, its validation with an experimental reference [26] is needed. This kind of validation usually mainly concentrates on the chip formation, the chip morphology and the cutting forces. During the development of a numerical model of orthogonal cutting, such a reference with the complete information on all the parameters and the results is almost always missing in the literature, regardless of the machined material. Moreover, as numerical simulations model the simplified case of orthogonal cutting, the validation experiments should also be carried out in this cutting configuration. Usually, to get as close as possible to the assumptions of orthogonal cutting, two alternatives are considered in turning [26]: Altintas [27] performs face turning of the end of a tube with a large diameter and a small thickness (the width of the tool is larger than the thickness of the tube), while Mahnama and Movahhedy [28] carry out plunge turning of large diameter radial grooves having a width smaller than that of the tool. The second method is often used because it allows to perform one experiment per groove and thus several tests on a single part. However, the radius of the sample influences the cutting due to the curvature of the surface to machine. This takes importance when the depth of cut decreases. It cannot be neglected anymore for small depths of cut (or the radius of the sample should increase dramatically) and the process moves away from orthogonal conditions. Having experimental results in the same cutting conditions and configuration as the modeling is crucial for its validation, what is more knowing the large amount of constitutive models available in the literature, even for a single material, and leading to potentially very different results [29].

To fill this gap, this paper presents a simple setup to perform orthogonal cutting experiments on a standard milling machine [26] in order to constitute a benchmark aiming at the validation of finite element models. The geometry of the sample is chosen to reduce the volume of material as well as the machining costs. The results of the finite element model can then be compared to the experiments for the cutting conditions leading to a saw-toothed chip. This experimental reference is then used to improve the numerical results and highlight the influence of the material constitutive model and the chip separation criterion. The results of the numerical model are finally compared to the other cutting conditions adopted in the experiments.

2. Experimental Ti6AI4V chip formation

2.1. Orthogonal cutting setup

The Ti6AI4V alloy used for the experiments is annealed (at 750 °C during an hour followed by air cooling) Ti6AI4V grade 5 (AMS 4928). Its main properties and detailed composition according to AMS 4928 standard are available in [30].

A five-axis high speed milling machine Deckel-Maho DMU-80T is used as a planning machine to remove a layer of material of variable, but larger than the tool edge radius, thickness [26]. In this configuration (Fig. 1), the cutting movement is an horizontal displacement generated by the sample (inserted into the spindle) with respect to the stationary tool (fixed on the machine table), ensuring that the cutting is really orthogonal. This setup could also allow to carry out long (interrupted) machining tests to analyze tool wear but this is not the goal of this study. Dry cutting conditions are adopted.

The sample (Fig. 2) is an 18 mm diameter cylinder with three parallel tenons of 1 mm wide, 10 mm long and 2 mm high. The flatness deviation of the tenons is lower than 5 µm and their arithmetic roughness is equal to $R_a \approx 0.2 \mu m$. The width of the tenons is reduced to 1 mm to minimize the efforts in the spindle bearings and to give the forces value per mm width as in 2D plane strain numerical models [16,31–33]. The plane strain hypothesis requires a ratio of the width of cut on the depth of cut (i.e. the undeformed chip thickness) larger than 3.5. It is satisfied for all the depths of cut adopted in this paper (the larger is 280 µm).

The cutting speed, i.e. the feed rate of the machine, is set to the maximum achievable value by the DMU-80T, 30 m/min. This value is in the range recommended by the tool manufacturer SECO for

Fig. 1. Cutting configuration on the milling machine [26].
the standard version of the tool and Ti6Al4V (27–39 m/min) [34]. In order to confirm that the desired cutting speed is reached, a Photon FASTCAM SA3 high speed camera has been used to count the number of frames during the cut at an acquisition frequency of 30,000 frames/s. It results in a difference with the theoretical speed of 1% (29.65 m/min with a standard deviation of 0.09 m/min) [26], which allows to certify that the cut is performed at the requested speed.

The tool is placed on the machine table through an interface part fixed on the force sensor. This tool is custom made by SECO from standard element (LCGN160602-0600-GX-X, CP500) to machine radial grooves by turning [34] in order to provide a rake angle of 15°, a clearance angle 2° and a cutting edge radius 20 μm, as in the experiments of Sun et al. [35] and the numerical model introduced in [7].

Each cutting test takes 0.02 s, the time required to travel the 10 mm length of the tenon at 30 m/min. Four values of the depth of cut, \( h \), are adopted: 280 μm, 100 μm, 60 μm and 40 μm, while the cutting speed is kept constant. The cutting conditions of the experimental tests are summarized in Table 1; each cutting condition was repeated 3 times. The cutting forces are measured in the three directions with a Kistler 9257B dynamometer at the sampling frequency of 70 kHz. The rest of the acquisition chain is composed of the multichannel charge amplifier Kistler 5070A, the data acquisition system (DAQ) Kistler 5697A2 and the DynoWare software.

### Table 1
Cutting conditions of the experiments.

<table>
<thead>
<tr>
<th>Cutting speed (m/min)</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depths of cut (μm)</td>
<td>40, 60, 100, 280</td>
</tr>
<tr>
<td>Width of cut (mm)</td>
<td>1</td>
</tr>
<tr>
<td>Length of cut (mm)</td>
<td>10</td>
</tr>
<tr>
<td>Rake angle (deg)</td>
<td>15</td>
</tr>
<tr>
<td>Clearance angle (deg)</td>
<td>2</td>
</tr>
<tr>
<td>Cutting edge radius (μm)</td>
<td>20</td>
</tr>
</tbody>
</table>

2.2. Results

2.2.1. Chips morphology

The chips were observed with an optical microscope [26]. They were embedded into epoxy resin to stand on their edge before being polished straight across their length. They were then etched during about 45 s by Kroll’s reagent to reveal the Ti6Al4V microstructure by coloring the β phase in dark brown (the darker color on black and white microscope views provided in this paper).

The chip for the depth of cut of 280 μm is saw-toothed and its teeth seem globally to be similar (Fig. 3(a), magnification factor of 50). Fig. 3(b)–(d) presents the three other chips at a magnification factor of 200. They are quasi-continuous chips although the one at 40 μm has very small and irregular teeth along its entire length. Thanks to the small cutting length (10 mm), the chips are short and not rolled up. This prevents them to be deformed during the unrolling preceding the embedding. No error from that operation arises allowing to directly compare experimental and numerical values.

The saw-toothed chip is now analyzed more in detail. Such a chip is usually characterized by its undeformed tooth length, \( L \), its tooth height, \( H \), and its valley, \( C \), highlighted in Fig. 4. The mean and standard deviation values of these three lengths are presented in Table 2 for 25 teeth. The standard deviation is similar (and small) for each length, except for the valley (C) which has a standard deviation larger than 10% of its mean value.

With a higher magnification factor (Fig. 5), it is clearly observed that the grains are highly deformed in the primary shear zone but not inside the teeth. Crack propagation characteristics are noticed on the teeth flanks: the grains are almost not deformed and the surfaces are irregular. A crack propagates therefore inside the primary shear zone, from the free surface of the chip to the tool.

These observations allow to take position relative to the different theories about the Ti6Al4V saw-toothed chip formation available in the literature. At a cutting speed of 30 m/min, a depth of cut of 280 μm and for the tool considered, the formation of the saw-toothed chip is due to deformation and crack propagation inside the primary shear zone.

2.2.2. Cutting forces

The average value of the force in the direction perpendicular to the cutting plane is close to zero, confirming that the cut is orthogonal and not oblique [26]. As expected for a saw-toothed chip, the temporal evolution of the efforts during a test at the depth of cut of 280 μm exhibits variations at a high frequency and with large amplitudes, as shown in Fig. 6.

At the three other depths of cut (100 μm, 60 μm and 40 μm), the chip is quasi-continuous and therefore the forces are nearly constant and present smaller variations. As an illustration, they are plotted for the depth of cut of 60 μm in Fig. 7. A higher level of the forces is observed at the beginning of the test. It is due to the entrance of the tool in the workpiece which is similar to an impact on the tool.

Table 3 summarizes the average root mean square (RMS) values of the forces for each cutting condition. The values presented are averaged on three measurements for each depth of cut. As expected, the lower the depth of cut, the lower the level of the forces. It is interesting to note the growing influence of the tool edge radius on the cutting process: the ratio of the mean RMS values \( \left( \frac{R}{L} \right) \) increases, showing that the feed force decreases less quickly than the cutting force with the depth of cut.

2.2.3. Teeth formation frequency

For the saw-toothed chip geometry, the teeth formation frequency has been estimated through four methods [26]: the chip geometry, the Fast Fourier Transform (FFT) of the cutting force...
signal, the best sine in a least squares way fitted on the cutting force evolution and the machined surface roughness.

For the chip geometry, the teeth formation frequency is estimated from the undeformed tooth length, $L$, measured on 25 teeth (cf. Table 2) and the cutting speed, $V_c$ (30 m/min) [35]:

$$F_g = \frac{V_c}{L}$$  \hspace{1cm} (1)

The frequency resulting of an undeformed tooth length of 206 μm (Table 2) is 2427 Hz with a standard deviation of 200 Hz.

For the FFT of the cutting force signal, standard precautions were taken to limit the phenomena of aliasing and leakage, particularly through the introduction of a Hanning filter. The mean value of the frequency with this method, $f_f$, is 2038 Hz with a standard deviation of 834 Hz, which is quite high. This dispersion can be explained by the numerous high peaks under 5 kHz, making it hard to find the one corresponding to the formation frequency. For the best sine in a least squares way fitted on the cutting force evolution, the average formation frequency, $f_s$, is 2032 Hz with a standard deviation of 832 Hz, values very close to
For the last method, the FFT of the roughness profile of the machined surface is performed as it has a cyclic evolution close to that of the cutting force\[26\]. The mean teeth formation frequency of the measured profiles is 2082 Hz with a standard deviation of 52 Hz. This formation frequency is very close to the two previous ones but the standard deviation is much lower.

2.3. Conclusions of the experiments

Ti6Al4V strictly orthogonal cutting experiments were performed on a high speed milling machine to constitute a benchmark for numerical modeling. The forces were measured and the chips observed with an optical microscope. Two types of chip morphology were obtained: quasi-continuous at 100 μm; 60 μm and 40 μm (with small teeth for this depth of cut) and saw-toothed at 280 μm. The observations on optical microscope showed that, for the cutting conditions adopted in this paper, the formation mechanism of a Ti6Al4V saw-toothed chip resulted of the high deformations and the crack propagation inside the primary shear zone. The forces were measured and decreased with the depth of cut. They were cyclic for the saw-toothed chip and nearly constant for the quasi-continuous ones, as expected. The teeth formation frequency of the saw-toothed chip was approximately 2100 Hz (with the lowest standard deviation for the roughness method).

3. Finite element model presentation

A finite element model has been developed with the commercial software ABAQUS/Explicit v6.11 in order to study numerically the Ti6Al4V chip formation \[7\]. It is a 2D plane strain orthogonal cutting model taking into account the area close to the cutting edge of the tool. It was developed with the constraint to respect the physical phenomena and not influence the chip formation (with a predefined chip separation line, for example \[20\]) \[7\]. The tool geometry and the cutting conditions are the same as

---

### Table 2

<table>
<thead>
<tr>
<th>Indicator</th>
<th>L (μm)</th>
<th>H (μm)</th>
<th>C (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x (μm)</td>
<td>206</td>
<td>288</td>
<td>157</td>
</tr>
<tr>
<td>σ_x (μm)</td>
<td>17</td>
<td>14</td>
<td>21</td>
</tr>
</tbody>
</table>

---

### Table 3

<table>
<thead>
<tr>
<th>h (μm)</th>
<th>RMS CF (N/mm)</th>
<th>RMS FF (N/mm)</th>
<th>FF/CF</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>386 ± 1</td>
<td>76 ± 7</td>
<td>0.20</td>
</tr>
<tr>
<td>100</td>
<td>172 ± 2</td>
<td>50 ± 1</td>
<td>0.29</td>
</tr>
<tr>
<td>60</td>
<td>111 ± 2</td>
<td>44 ± 1</td>
<td>0.40</td>
</tr>
<tr>
<td>40</td>
<td>86 ± 2</td>
<td>41 ± 1</td>
<td>0.47</td>
</tr>
</tbody>
</table>
for the experimental study: the rake angle is 15°, the clearance angle is 2° and the cutting edge radius is 20 μm. The cutting speed is set to 30 m/min and the depth of cut takes four values: 280 μm, 100 μm, 60 μm and 40 μm. The workpiece is modeled as a rectangular block of 1.5 mm long and 1 mm wide and is fixed in space (Fig. 8).

The behavior of Ti6Al4V is described by the Hyperbolic TANH model introduced by Calamaz et al. [16]. It consists of an upgraded Johnson–Cook model [36] to take strain softening into account, which would be one of the causes for the formation of saw-toothed Ti6Al4V chips. This strain softening phenomenon would occur at strains larger than 0.5, most likely due to dynamic recrystallization (mainly in the β phase field), according to Ding et al. [37]. In the recent literature, an increasing number of authors recommend to use the TANH model instead of the Johnson–Cook model in finite element modeling, regardless of the finite element software, to form saw-toothed Ti6Al4V chips.

The TANH equation is expressed as follows [16]:

\[
\sigma = A + B \epsilon^n \left[ 1 + C \ln \left( \frac{\epsilon}{\epsilon_0} \right) \right] \left[ 1 - \left( \frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}} \right)^m \right] D + (1 - D) \tanh \left( \frac{1}{\epsilon + S} \right)
\]

(2)

with

\[
D = 1 - \left( \frac{T}{T_{\text{melt}}} \right)^d \quad \text{and} \quad S = \left( \frac{T}{T_{\text{melt}}} \right)^b
\]

Parameters \(A, B, C, m, n\) and \(\epsilon_0\) are material properties having the same meaning as for Johnson–Cook model, while \(a, b, c, d\) and \(\beta\) are the new constants introduced by the TANH model, \(T_{\text{melt}}\) is the melting temperature, \(T_{\text{room}}\) is the room temperature, \(\epsilon\) is the plastic strain and \(\epsilon_0\) is the reference strain rate. Their values are given in Table 4.

The Ti6Al4V metallurgical state for which Calamaz et al. [16] identified the TANH model is not known. It could therefore be different of the annealed Ti6Al4V used for the experiments presented in the first part of this paper. These parameters are consequently considered as first values that could be modified for the TANH model to better fit the Ti6Al4V used. The tool material is tungsten carbide and its behavior is described by a linear elastic model. The material properties of Ti6Al4V and tungsten carbide adopted in the numerical model can be found in Table 4.

Coulomb’s friction, with a low coefficient value (0.05) [7], is used to model friction at the tool–chip interface and all the friction energy is converted into heat, which is usually assumed [40]. This heat flux is then allocated to the workpiece and the tool via the \(\beta\) coefficient modeling the fraction of this heat flux going into the workpiece. The sharing of this flux is often carried out equally between the two parts in contact (and thus \(\beta = 0.5\)). More rigorously, this coefficient is calculated with the effusivities of the workpiece and the tool [40]:

\[
\beta = \frac{E_{\text{wp}}}{E_{\text{wp}} + E_t}
\]

(3)

with \(E_{\text{wp}}\) and \(E_t\) the effusivity of, respectively, the workpiece and the tool. The effusivity is expressed by

\[
E = \sqrt{\kappa c_p}
\]

(4)

In the case of the tungsten carbide–Ti6Al4V couple, \(\beta \approx 0.25\). This value is adopted in the model, meaning that about 25% of the heat generated at the interface between the tool and the workpiece go into the part. Only conduction is considered and all the part faces are adiabatic. The transformation of the deformation to heat is assumed to occur with an efficiency of 90% [38,40,41].

Explicit Lagrangian formulation is adopted and a chip separation criterion must therefore be introduced in the model. The chip separation criterion consists of an “eroding” elements method with crack propagation in the workpiece. The criterion uses the temperature dependent tensile failure of Ti6Al4V [30], as previously presented in [7]. When the limit value of the stress is reached in a finite element, this element is removed from the visualization, all of its stress components are put to zero and its rigidity is reduced at 1% of undamaged Ti6Al4V. The suppression of an element introduces a crack in the workpiece and allows the chip to come off. Fig. 9 shows the evolution of the tensile failure of Ti6Al4V versus temperature introduced in the model.

### Table 4

| Material properties and cutting conditions of the numerical model [16,30,38,39]. |
|-----------------|-----------------|-----------------|
| TANH model | A (MPa) | 968 |
|β (MPa) | 380 |
| C | 0.02 |
|m | 0.577 |
| n | 0.421 |
|\(T_{\text{mel}}\) (K) | 298 |
|\(T_{\text{melt}}\) (K) | 1878 |
| a | 1.6 |
| b | 0.4 |
| c | 6 |
| d | 1 |
| Inelastic heat fraction Ti6Al4V | 0.9 |
| Density, \(\rho\) (kg/m³) | Ti6Al4V | 4430 |
| Carbide | 15,000 |
| Young’s modulus, \(E\) (GPa) | Ti6Al4V | 113.8 |
| Carbide | 800 |
| Expansion, \(\alpha\) (K⁻¹) | Ti6Al4V | 8.6 e⁻⁶ |
| Carbide | 4.7 e⁻⁶ |
| Conductivity, \(k\) (W/mK) | Ti6Al4V | 7.3 |
| Carbide | 46 |
| Specific heat, \(c_p\) (J/kg K) | Ti6Al4V | 580 |
| Carbide | 203 |
| Friction coefficient | 0.05 |
| Friction energy to heat (%) | 100 |
| Heat partition to part (%) | 25 |
| Cutting speed (m/min) | 40, 60, 100, 280 |
| Depths of cut (μm) | 20 |
| Rake angle (deg) | 15 |
| Clearance angle (deg) | 2 |
| Cutting edge radius (μm) | 20 |

### 4. Comparison with the experiments at 280 μm

The comparison between the modeling and the experiments will firstly only be performed for the depth of cut of 280 μm as it results in a saw-toothed chip, a type of chip harder to model than a continuous chip. The three other ones will be included later in the comparison (cf. Section 7).
4.1. Discussion

Fig. 10 presents the comparison between the numerical and the experimental chips. They are both saw-toothed and their morphologies are qualitatively close to each other. However, numerical teeth are deeper (they have smaller valleys and lengths, see Table 5) and the second and third teeth contain a crack (so long in the third tooth that it is broken). It is noted that the chip curl is different: the numerical one is larger. This is due to the smaller valleys leading to a less stiff chip. The first tooth, whatever numerical or experimental, will not be taken into account in the comparison as the cutting regime is not yet established.

As for the experiments, the undeformed tooth length, $L$, the tooth height, $H$, and the valley, $C$, (Fig. 4) were measured on the modeled chip. These three lengths are smaller for the numerical chip than the experimental one (Table 5), in accordance with the observations in Fig. 10. It is therefore deduced that the teeth deformation is not sufficient (lower tooth length) and the crack propagates too easily (lower valley) in the formation mechanism of the modeled chip.

In the modeling, high shear and temperature increase occur in the very narrow primary shear zone during the chip formation as well as crack propagation. It starts at the free chip surface and propagates towards the tool. This chip formation mechanism is very close to the one observed experimentally. This indicates that, except for the crack growing too deep in the primary shear zone, the numerical model takes correctly into account the physical phenomena occurring during the saw-toothed chip formation of Ti6Al4V in orthogonal cutting.

Fig. 11 presents the evolutions of the cutting forces versus time. Numerical and experimental are both cyclic, which was expected as both chips are saw-toothed for these cutting conditions. For the numerical one, five maxima are identified and are linked to the

<table>
<thead>
<tr>
<th>Case</th>
<th>$L$ ($\mu$m)</th>
<th>$\sigma_L$ ($\mu$m)</th>
<th>$C$ ($\mu$m)</th>
<th>$\sigma_C$ ($\mu$m)</th>
<th>$H$ ($\mu$m)</th>
<th>$\sigma_H$ ($\mu$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>206</td>
<td>17</td>
<td>157</td>
<td>21</td>
<td>288</td>
<td>14</td>
</tr>
<tr>
<td>Sim.</td>
<td>162</td>
<td>7</td>
<td>72</td>
<td>13</td>
<td>292</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 9. Tensile Ti6Al4V failure evolution versus time [30].

Fig. 10. Chip morphologies at a depth of cut of 280 $\mu$m (a) numerical (Von Mises stresses contours ($\sigma^3$ Pa)); (b) experimental.

Fig. 11. Comparison of the cutting forces (cutting force, CF, and feed force, FF) for the initial model at a cutting speed of 30 m/min and a depth of cut of 280 $\mu$m, low-pass filter cutoff frequency at 10 kHz.
formation of the five teeth shown in Fig. 10(a). A significant difference is noted between the level of the forces: it is higher for the experimental one, as well as the magnitudes of the forces’ variations. These observations are confirmed by the RMS values summarized in Table 6: the numerical cutting force is 40% lower than the experimental reference value.

As the machined surface roughness method is not suitable for a numerical model, the teeth formation frequency is evaluated with the three remaining methods: the chip geometry, the FFT of the cutting force signal and the best sine in a least squares way fitted on the cutting force evolution. Table 6 compares the values obtained with these of the experiments. It appears that the numerical frequency is always larger than the experimental one (it is of the order of 2700 Hz versus of the order of 2100 Hz). This is explained by the shorter teeth for the modeled chip, which leads to a higher frequency. They are, however, of the same order of magnitude, indicating that the model represents accurately the dynamics of the phenomena.

4.2. Conclusions of the comparison

The numerical model gave results qualitatively close to the experiments. Both chips were saw-toothed and formed with very similar mechanisms: deformation in the primary shear zone, followed by a crack propagation. The teeth of the numerical chip had a smaller valley and some of them contained a crack. It is deduced that the crack propagation is too important in the modeling by comparison with the experiments. The teeth formation frequency was evaluated in both cases. It turned out that the numerical frequency was higher than the experimental one. The teeth being shorter for the modeled chip, it was expected.

The most significant difference in the comparison was the level of the cutting force, largely underestimated by the model. Both cutting forces had a cyclic evolution, which was expected given the chip morphology. The RMS value and the magnitude of the variations of the numerical cutting force were smaller than that of the experiments. The parameters of the TANH model are directly linked to the level of the forces. As announced in the model presentation (cf. Section 3), the metallurgical state of Ti6Al4V for which the TANH parameters have been identified is unknown. When analyzing the results, it becomes very likely that they do not correspond to the Ti6Al4V used in the experiments. It is therefore proposed to adapt the constitutive model to better represent the machined material and consequently bring the cutting forces closer to each other.

5. Influence of the material constitutive model on the results

5.1. Material constitutive model modifications

Numerous models can be found in the literature to model the Ti6Al4V behavior during machining. The Johnson–Cook (J–C) model [36] is the most used so far:

\[
\sigma = [A + B \varepsilon^n] \left[1 + C \ln \left(\frac{\varepsilon}{\varepsilon_0}\right) \right] \left[1 - \left(\frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}}\right)^m\right]
\]

The set of parameters adopted is given in Table 7. As presented earlier in Section 3, the strain softening should be taken into account when modeling the Ti6Al4V machining. In the recent literature and in addition to the TANH model already presented, mainly three models exhibit strain softening.

The first flow stress model is the modified Johnson–Cook, a second modification of the J–C model by Calamaz et al. [43]. In this model, the magnitude of the strain softening is controlled by parameter \(f\) (Table 7):

\[
\sigma = \left[A + B \left(\frac{1}{\varepsilon_f}\right)^{\epsilon_{\text{m}} - 0.12 (\varepsilon_f)}\right] \left[1 + C \ln \left(\frac{\varepsilon}{\varepsilon_0}\right) \right] \left[1 - \left(\frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}}\right)^m\right]
\]

The second constitutive model was introduced by Karpat [44] (Karpat model), again with a hyperbolic tangent function. The main difference by comparison with the TANH model of Calamaz et al. [16] is that it is possible not to have strain softening when the temperature is low:

\[
\sigma = \left[E \varepsilon^n \right] \left[T_2 + G T + H \right] \left[1 - \left(1 - \left(\frac{\ln\varepsilon}{\ln L}\right)^q\right) \right] \frac{1}{\tan \left(\frac{1}{1 + M}\right)}
\]

The parameters of this model are provided in Table 7.

The third model is a modification of TANH by Sima and Özel [19] (Sima flow stress). It was introduced to provide a better control on the thermal softening [19]:

\[
\sigma = \left[A + B \varepsilon^n \frac{1}{\exp(\varepsilon)}\right] \left[1 + C \ln \left(\frac{\varepsilon}{\varepsilon_0}\right) \right] \left[1 - \left(\frac{T - T_{\text{room}}}{T_{\text{melt}} - T_{\text{room}}}\right)^m\right]
\]

\[
\left[D + (1 - D) \tan \left(\frac{1}{(\varepsilon + R)}\right)^m\right]
\]

with

\[
D = 1 - \left(\frac{T}{T_{\text{melt}}}\right)^l \quad \text{and} \quad R = \left(\frac{T}{T_{\text{melt}}}\right)^h
\]

Fig. 12 presents the stress–strain evolutions of the constitutive models at fixed temperature and strain rate. The four models taking strain softening into account can be classified into two
groups according to the stress level: low for the TANH [16] and the modified Johnson–Cook [43] models and high for the Karpat [44] and the Sima [19] models. Karpat [44] and Sima [19] models lead to stresses nearly two times higher than for the TANH model at small strains. It is important to point out that this large difference in the stress level is significant although these four models are intended to describe the same material, Ti6Al4V. It could explain the difference on the forces observed in the modeling.

The stress level should therefore be pulled up while maintaining the TANH curve shape, and the strain softening in particular. This is achieved by acting on the $A$ parameter in the TANH model (cf. Eq.(2)). In order to bring the TANH curve to the level of Karpat’s [44] and Sima’s [19] at small strains and as the numerical cutting force is around 40% smaller than the experiments, the value of $A$ is set to 1936 MPa (the initial value is doubled). The stress–strain evolution of TANH with the modified value of $A$ is called modified TANH in this paper. The increase in the stresses is obvious in Fig. 12, in which it is noted that the curve of the modified TANH model is closer to Karpat’s [44] and Sima’s [19], although the characteristics of each model still lead to distinct evolutions. This alteration of the original value of $A$ is licit since it was originally obtained through inverse analysis by Calamaz et al. [16] for an unknown metallurgical Ti6Al4V state and it brings the stresses level close to this of Karpat’s [44] and Sima’s [19], which describe the same material.

The modification of the TANH model will result in larger stresses in the workpiece, implying that the separation criterion must be adapted as the tensile failure value used so far will be reached more easily. The objective is to remain consistent with the level modification of the stresses. The value of parameter $A$ has been doubled. As a first guess, it is assumed that the tensile failure value needs also to be doubled to follow this stress increase (the curve in Fig. 9 is translated upwards). The adjustment of the chip separation criterion will be refined in a second time in Section 6.

5.2. Discussion

As shown in Fig. 13, a saw-toothed chip is still formed and Fig. 14 presents the expected increase in the forces. The morphology remains close to the two previous chips. It must, however, be noted that some of the teeth are detaching of the chip due to the appearance of a second crack starting near the tool edge radius. The chip seems to be in one piece because of the presence of some finite elements linking two successive teeth (highlighted by the arrows in Fig. 13). On the first numerical chip (Fig. 10(a)), the valley was nearly two times smaller than the experimental one. This difference has grown with the introduced modifications to the point of leading to a discontinuous chip, as the valley can now be considered equal to zero.

For the forces (Fig. 14) the level is notably improved, as expected. It results in higher RMS values (Table 8) and the difference between the experimental and numerical cutting and feed forces becomes very small. It is similar, even smaller, than the best results in the literature for Ti6Al4V for other cutting conditions: 5–10% for the cutting force and 10–15% for the feed force [18,19,22]. Numerical and experimental forces are cyclic and the magnitude

<table>
<thead>
<tr>
<th>Case</th>
<th>CF (N/mm)</th>
<th>FF (N/mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>386</td>
<td>76</td>
</tr>
<tr>
<td>Sim$_A$</td>
<td>361</td>
<td>86</td>
</tr>
</tbody>
</table>

Table 8: RMS cutting forces comparison; Sim$_A$ is the model with the modified value of parameter $A$. 

Fig. 12. Stress–strain evolutions at 773 K and 10,000 s$^{-1}$.

Fig. 13. Chip morphology (Von Mises stresses contours (e3 Pa)) of the second model (arrows point to the elements linking two successive teeth).

Fig. 14. Cutting forces of the second model at a cutting speed of 30 m/min and a depth of cut of 280 μm, low-pass filter cutoff frequency at 10 kHz.
of the numerical force variations is closer, though smaller, to that of the experiments. The width of the peaks is still larger for the experimental force. It is due to the teeth, coming off the workpiece. It results in a fast drop in the force and the tool has to move more to be again in contact with the workpiece for the force to rise again. It is also noted that the feed forces are very close to each other (as before) and that the magnitude of the variations is, as well, smaller than experimentally.

The objective of the TANH model modification was to increase the level of the cutting force to bring it close to the experimental one, which has been observed. The morphology is, however, deteriorated and the chip formation mechanism moves away from the experimental one, as a “quasi-discontinuous” chip is formed.

5.3. Conclusions of the influence of the material constitutive model on the results

The modifications of the material constitutive model have a mixed effect on the results. On one side, the quality of the chip morphology is degraded. The problem highlighted with the initial TANH model is amplified: the valley is smaller and a second crack propagates in the primary shear zone from the cutting edge radius of the tool and it ends in the separation of the tooth on the tool side. The crack share in the saw-toothed chip formation is therefore too large. The saw-toothed chip formation of this model moves away from what is experimentally observed.

On the other side, the level of the cutting force is now closer to that measured during the experiments. This augmentation was the objective of the modifications of the material constitutive model. In this sense, it is achieved, as the differences on the forces are now very reduced.

In conclusions, by modifying the material constitutive model and the chip separation criterion in similar proportions, it is mainly the cutting forces that are impacted. The morphology is as well but much less than the efforts. The material constitutive model would therefore mainly act on the level of the forces. At this point, the chip morphology and formation mechanism should be improved to get closer to the experiments but without dramatically affecting the cutting forces.

6. Influence of the chip separation criterion on the results

6.1. Chip separation criterion modifications

The parameter directly linked to the crack propagation is the chip separation criterion. In the two previous models, the crack propagates too quickly and easily; the damage value should therefore be increased. Modifying the tensile failure value is licit because it is only temperature dependent so far, although high strain rates are encountered during the cut. Strain rate and temperature dependent tensile failure of Ti6Al4V is unfortunately not available in the literature and would not be easily measurable. To take account of the strain rate dependency of tensile failure, it is proposed to pull it up. Two sets (curves) of tensile failure values are suggested: the first is 10% higher than in the previous model and the second is 20% higher.

Fig. 15 presents the chips obtained with the two different values of the chip separation criterion. They are both saw-toothed and similar, with a first valley quite small. In Fig. 15(b), it is clearly seen that, except for the first tooth, there is no crack in the primary shear zone contrary to the experimental chip and the chip of Fig. 15(a). It is deduced that the 20% higher tensile failure values might be too high to represent accurately the Ti6Al4V chip formation. The 10% higher case is therefore adopted.

6.2. Discussion

Micro-cracks are present in the primary shear zone of the third, fourth and fifth teeth without coming out at the free chip surface (Fig. 15(a)), making the measure of the valley not easy. The values presented in Table 9 do not take them into account and the valley obtained this way is therefore an overestimation of the numerical value as no micro-cracks were experimentally observed. The length and the height of the numerical teeth are still lower than those of the experiments.

Like for the initial model and the experiments, the saw-toothed chip formation involves high deformations and crack propagation in the primary shear zone. Similar to the second model (with only the TANH modifications), another crack appears near the cutting edge radius for the second and the fifth teeth. This inconvenience is thus not completely eliminated. A higher value of the chip separation criterion does not solve it, as shown in Fig. 15(b), where
it can be noted that the fifth tooth of this model has also this kind of crack. A noticeable improvement compared to the initial model is the absence of cracks crossing the teeth, in accordance with the experimental chip.

The forces are close to those of the previous model (Table 10) though a bit larger, which was expected as, this time, the teeth are still attached to each other. The cutting force can be considered as identical to the experimental one. The feed force is on the contrary higher than that of the experiments and the difference is larger than for the previous models.

The teeth formation frequency is estimated with the same three methods used for the initial model (cf. Section 4.1). Table 10 summarizes the results. As expected, the frequencies are higher than for the experiments and the initial model. It is mainly due to the teeth being shorter and therefore more quickly formed. It is observed that, experimentally and numerically, the geometry method leads to higher values than these given by the cutting force methods. For these modelings, the best sine in a least squares way results in a frequency higher than with the FFT. Although numerical and experimental frequencies are similar, the differences are not negligible. The teeth formation frequency for the modeling is around 3300 Hz, which is approximately 1000 Hz larger than the experiments and 500 Hz larger than the initial model. The improvements provided on the chip morphology and the cutting force degrades therefore the teeth formation frequency.

### 6.3. Conclusions of the influence of the chip separation criterion on the results

The chip morphology was qualitatively close to the experiments. The measured lengths were, however, smaller, except for the valley well improved. The drawback of the initial model on this point is no longer relevant. The cracks crossing some teeth of the initial model have disappeared but others appeared in the tool edge radius area for some teeth. The chip formation mechanism was still the conjunction of deformation and crack propagation inside the primary shear zone.

The level of the forces was not much affected by the modification of the level of the chip separation criterion. They were slightly higher than for the previous model, which was expected as a larger valley leads to a wider peak in the force. The RMS value of the cutting force was nearly equal to the experiments. The feed force was on the contrary overestimated by the model.

### 7. Comparison of the numerical and experimental results at the three other depths of cut

The numerical model will now be used with the three other cutting conditions adopted in the experiments. It means that the same model is adopted but with other cutting conditions. This is consistent with the constraints presented in Section 3 for the development of the model (it should respect the physical phenomena and not influence the chip formation [7]) and its ability to be predictive, which is still not common in the current literature. The modified TANH model and chip separation criterion (cf. Section 6) are considered. The value of the depth of cut is therefore the only difference with the model presented in the previous paragraph.

Fig. 17 shows the modeled chips for the depths of cut of 100 μm (a), 60 μm (b) and 40 μm (c). As for the experiments (Fig. 16(d)–(f)), the chip at 100 μm is not saw-toothed but it is quasi-continuous with small teeth of variable depth. It is the same for the chips at 60 μm and 40 μm; the length of the teeth is smaller. In all three cases, the model produces chips that are globally close to the experiments. The very small teeth observed experimentally at 60 μm and 40 μm are not reproduced by the numerical model, presumably due to the finite elements being larger than these teeth. The chip curl is larger for the numerical chips at 60 μm and 100 μm, indicating that the experimental chip is stiffer. At 40 μm, the experimental and numerical chip curls are close to each other.

The RMS values of the forces for the four depths of cut considered in this work are presented in Table 11 for the cutting forces and in Table 12 for the feed forces. They are compared to the values measured during the experiments.

The modeled cutting force is globally close to the experimental value (difference between 2% and 11%). Except at 280 μm, the numerical feed force is always significantly larger than the measurement: the numerical value is, at least, two times larger than the experimental one. The cutting force decreases with the depth of cut numerically as well as experimentally. The same is observed for the feed force, except at 60 μm, but the decrease is smaller. The cutting force is therefore globally better modeled than the feed force.

Except for the overestimated feed force, the numerical model gives results close to the experiments. The morphology of the chips at various depths of cut is qualitatively close to the observed one. The difference with the RMS value of the cutting force is between 2% and 11%, a value similar to that of the best results from the literature [18,19,22].

### Table 9

Summary of the characteristic lengths of the saw-toothed chips at 280 μm (experiments: 25 teeth, simulation: 4 teeth, ±σ: standard deviation of the length μ);

<table>
<thead>
<tr>
<th>Case</th>
<th>L (μm)</th>
<th>C (μm)</th>
<th>H (μm)</th>
<th>σ (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>206</td>
<td>17</td>
<td>157</td>
<td>28</td>
</tr>
<tr>
<td>Sim.10%</td>
<td>131</td>
<td>18</td>
<td>157</td>
<td>19</td>
</tr>
</tbody>
</table>

### Table 10

RMS cutting forces and teeth formation frequencies comparison; Sim.10% is the model with 10% higher tensile curve.

<table>
<thead>
<tr>
<th>Case</th>
<th>CF (N/mm)</th>
<th>FF (N/mm)</th>
<th>f_u (Hz)</th>
<th>f_f (Hz)</th>
<th>f_u (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp.</td>
<td>386</td>
<td>76</td>
<td>2427</td>
<td>2038</td>
<td>2032</td>
</tr>
<tr>
<td>Sim.10%</td>
<td>378</td>
<td>106</td>
<td>3817</td>
<td>2938</td>
<td>3139</td>
</tr>
</tbody>
</table>
8. Summary of the findings

The experimental setup uses a milling machine in only one cutting direction, as a planning machine. The main advantages of this setup are its universality thanks to the absence of machine modifications; the use of samples with a simple geometry and small dimensions, reducing their machining time and their cost; the certainty to machine in orthogonal cutting conditions and that there is no need for the chip to be unrolled, preventing it from any deformation prior the observation, and the ability to carry out long

<table>
<thead>
<tr>
<th>$h$ ($\mu$m)</th>
<th>Exp. (N/mm)</th>
<th>Sim. (N/mm)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>386</td>
<td>378</td>
<td>2</td>
</tr>
<tr>
<td>100</td>
<td>172</td>
<td>179</td>
<td>−4</td>
</tr>
<tr>
<td>60</td>
<td>111</td>
<td>124</td>
<td>−11</td>
</tr>
<tr>
<td>40</td>
<td>86</td>
<td>86</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$h$ ($\mu$m)</th>
<th>Exp. (N/mm)</th>
<th>Sim. (N/mm)</th>
<th>Difference (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>280</td>
<td>76</td>
<td>106</td>
<td>−39</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>105</td>
<td>−109</td>
</tr>
<tr>
<td>60</td>
<td>44</td>
<td>119</td>
<td>−168</td>
</tr>
<tr>
<td>40</td>
<td>41</td>
<td>113</td>
<td>−176</td>
</tr>
</tbody>
</table>

Fig. 17. Chip morphologies (Von Mises stresses contours (e.g. Pa)) and experimental chips [26] at a cutting speed of 30 m/min and a depth of cut of (a, d) 100 $\mu$m, (b, e) 60 $\mu$m and (c, f) 40 $\mu$m (the Von Mises stresses scale is the same for the three depths of cut).
(interrupted) machining tests to analyze tool wear. The simplicity of this setup is its greatest strength to enable it to be quickly widespread and used for any material with rather low cutting speeds (compatible with the feed rate of the milling machine).

The experimental results were compared to those of a finite element model, whose material constitutive model and chip separation criterion required to be modified to represent accurately the machined material. This highlighted the partial decoupling between the morphology and the forces (within the limits of the variations considered). Indeed, their level was mainly influenced by the material constitutive model, while the chip separation criterion acted mostly on the chip morphology. It turned out that it was possible to modify one without impacting much the other. The model presented in this paper was not developed for a particular set of cutting conditions but with the aim to respect the physical phenomena and not influence the chip formation. It is therefore predictive, which is still not common in the current literature.

For the cutting conditions adopted in this study, saw-toothed and quasi-continuous chips were formed. When the chip was saw-toothed, the cutting force could be considered as identical to the measured one. The morphology was close to that of the experimental chip and its formation mechanism implied the deformation and the crack propagation inside the primary shear zone in both cases. The feed force was on the contrary overestimated. The numerical teeth were shorter, resulting in a higher teeth formation frequency. Micro-cracks were noted in the primary shear zone of the numerical chip; none was observed for the experimental one. When the depth of cut decreased and the chip was no more saw-toothed, the numerical results were still close to the experiments, in terms of morphology and cutting force. The feed force was on the contrary still overestimated, particularly when the depth of cut was low.

The modifications of the material constitutive model were explained by the initial difference between the TANH model and other models from the literature, such as Karpat’s [44] or Sima’s [19]. Concerning the chip separation criterion, physical meaning must be used as no data are available to compare to the modified criterion.

9. Conclusions

An experimental orthogonal cutting benchmark has been introduced to validate finite element models. The comparison with the modeling showed that the influence of the constitutive model and the chip separation criterion on the results is nearly decoupled. The cutting forces are mainly influenced by the constitutive model while the chip morphology is mainly controlled by the chip separation criterion. For chip morphologies ranging from saw-toothed to continuous, the numerical results were close to the experimental reference without further change in the model and the chips formation mechanisms were close. Future work should focus on the development of a new experimental setup to measure the evolution of Ti6Al4V tensile failure versus temperature (as currently) but also versus strain rate. This information on the shear would also be needed to improve the modeling as the material is highly sheared during the cut. The adoption of other material constitutive models such as Karpat’s [44] or Sima’s [19] should also be carried out to study their influence on the cutting forces and the chip morphology.
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