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1. Introduction

In the framework of linear programming, we consider the problem of estimating the variation of the objective function resulting from changes in some matrix coefficients. Our objective is to extend results already available for the right-hand side to this more general problem.

The interpretation of the dual variables as derivatives of the optimal value of the objective function with respect to the elements of the right-hand side is well known in mathematical programming. This result can be extended to the case of multiple dual solutions. The set of all dual solutions is then the subdifferential of the optimal value of the objective function, seen as a convex function of the right-hand side. The object of this paper is to extend these well known results to the derivative of the optimal value of the objective function with respect to matrix coefficients.

It is easy to show on a simple example that the objective function value of a linear program is not a convex function of the matrix coefficients. The subdifferential concept is thus inappropriate here. One must therefore resort to Clarke’s notion of a generalized gradient. A characterization of this generalized gradient will be derived and sufficient conditions of existence of the generalized gradient will be given for this particular application of nonsmooth analysis.

The paper is organized as follows. Section 2 presents a study of the literature about generalized derivatives and subdifferentials of optimal function value. Then Section 3 presents the basic definitions and main properties of nonsmooth analysis that will be useful for our application. Then in Section 4 we recall the result of Freund (1985) in the smooth case, namely the gradient of the optimal value function in the case where the optimal primal and dual solutions of the linear problem are unique. Then in Section 5, a complete characterization of the generalized gradient for the case where the primal or dual solutions are not unique is established. Since the Locally Lipschitz property plays an essential role in this characterization, we will give sufficient conditions to prove the Local Lipschitz property. Section 6 presents a practical application of this characterization coming from the gas industry, namely, the two-stage problem of optimal dimensioning and operating of a gas transmission network. Then Section 7 presents some conclusions.

2. Generalized derivatives and subdifferentials of optimal value functions

Before establishing the main result concerning the generalized gradient of the optimal value function of a linear program with respect to matrix coefficients, let us say a word about the literature on the problem of the computation of the generalized derivatives and subdifferentials of the optimal value function in general optimization problems.

One of the first papers on the subject was the paper of Gauvin (1979) who considered a general mathematical programming problem with equality and inequality constraints and perturbation of the right-hand side of the constraints, noted $u_i$ for constraint $i$. He estimated the generalized gradient of the optimal value of the
problem considered as a function of the right-hand side perturbation:

\[ z(u) = \max_x f(x, u), x \in \mathbb{R}^n \]

s.t. \( g_i(x) \leq u_i, i = 1, \ldots, m \)

\( h_j(x) = u_j, i = m + 1, \ldots, p \)

Note that this case corresponds, for the particular case of a linear program, to a perturbation of the right-hand side \( b \) of the linear programming problem since we consider a perturbation (noted \( A \) in our case) that appears as a coefficient of the variables \( x \) of the problem.

Several developments concerning this case (i.e., the perturbation only in the right-hand side of the constraints) where made since that time. For example, the regularity properties of the optimal value function in nonlinear programs where the perturbation parameters appears only in the right-hand side was done by Craven and Jahnin (1993). For affine case, namely when \( g(x) = Ax + b \), an expression is given for its directional derivative, not assuming the optimum to be unique. Recently, Höfler, Khan, and Barton (2016) consider the computation of generalized derivatives of dynamic systems with a linear program embedded. They consider the optimal value of a linear program as a function of the right-hand side of the constraints and present an approach to compute an element of the generalized gradient. The approach is illustrated through a large-scale dynamic flux balance analysis example. Last year, Gomez, Höfler, Khan, and Barton (2018) studied the generalized derivatives problem of parametric Lexicographic Linear programs using the lexicographic directional derivative (See Barton, Khan, Stechlinski, and Watson (2018) for a survey on the lexicographic directional derivative). The paper derives generalized derivatives information.

Unfortunately, this results can not be applied to our problem since the perturbation appears only in the right-hand side of the constraints and doesn’t appear as a coefficient of the decision’s variables.

Rockafellar (1984) considered the directional derivative of the optimal value function in nonlinear programming problem with a perturbation \( u \) that appears in the left-hand side of the constraints:

\[ z(u) = \max_x f(x, u), x \in \mathbb{R}^n \]

s.t. \( g_i(x, u) \leq 0, i = 1, \ldots, m \)

\[ h_j(x, u) = 0, j = m + 1, \ldots, p \]

Under the assumption that every optimal solution \( x^* \) satisfies the second order constraints qualification condition, Rockafellar proved that the function \( z(u) \) is locally Lipschitz and finite. Rockafellar also gives an upper bound on the generalized derivative of Clarke of the function \( z(u) \).

Note also that many developments were made from this original paper for the general case where the perturbation appears in the left-hand side of the constraints. For example, Thibault (1991) considered a general mathematical programming problem in which the constraints are defined by multifunctions and depend on a parameter \( u \). A special study is done of problems in which the multifunctions defining the constraints take convex values. For these problems, generalized gradients of \( z(u) \) are given in terms of the generalized gradients of the support functions of the multifunctions. Bonnans and Shapiro (2000) studied the first order differentiability analysis of the optimal value function as a function of a parameter that appears in the objective function and in the left-hand side of the constraints. Under a constraint qualification condition, they give an upper bound on the directional derivative. Note that in our case of a linear program, we will give a complete characterization of the generalized gradient, not only upper bound on the directional derivative. Penot (2004) considers the differentiability properties of optimal value functions for the particular case where the perturbation parameter only appears in the objective function. More recently, Mordukhovich, Nam, and Yen (2007) consider the subgradient of marginal functions in parametric mathematical programming. The authors show that the subdifferential obtained for the corresponding marginal value function are given in terms of Lagrange multipliers. Last year, Im (2018) studied the sensitivity analysis for the special case of linear optimization. In particular, he gives conditions for the objective function value of a linear problem to be a Locally Lipschitz function of matrix coefficients. We will use these conditions in our main characterization of the generalized gradient.

In the present paper, we shall give a complete characterization of the generalized gradient for a particular case, namely the linear case, and not only upper bound on directional derivative.

3. Basic definitions and properties

This section recalls some basic concepts and properties of nonsmooth optimization useful for our application. An introduction to the first-order generalized derivative can be found in Clarke (1990) for the case of a locally Lipschitz function.

**Definition 3.1.** A function \( f \) from \( \mathbb{R}^n \) (or a subset of \( \mathbb{R}^n \)) into \( \mathbb{R} \) is locally Lipschitz if for any bounded set \( B \) from the interior of the domain of \( f \) there exists a positive scalar \( K \) such that

\[ |f(x) - f(y)| \leq K \|x - y\| \quad \forall x, y \in B \]

where \( | \cdot | \) denotes the absolute value and \( \| \cdot \| \) the usual Euclidian norm.

The locally Lipschitz property can be interpreted as a finite bound on the variation of the function. It is well known that the locally Lipschitz property implies the continuity of \( f \).

The Rademacher theorem says that a locally Lipschitz function \( f \) has a gradient almost everywhere (i.e. everywhere except on a set \( Z_f \) of zero (Lebesque) measure on \( \mathbb{R}^n \)).

**Definition 3.2.** In the locally Lipschitz case, the generalized gradient is defined as the convex hull of all the points \( \lim_{k \to \infty} \nabla f(x^k) \) where \( \{x^k\} \) is any sequence which converges to \( x \) while avoiding the points where \( \nabla f(x) \) does not exist:

\[ \partial f(x) = \text{conv} \left\{ \lim_{k \to \infty} \nabla f(x^k) : x^k \to x, \nabla f(x^k) \text{ exists} \right\} \]

where \( \text{conv} \) denotes the convex hull.

Another essential concept in nonsmooth optimization is the directional derivative. This notion can also be generalized to the non-convex case.

**Definition 3.3.** The generalized directional derivative of \( f \) evaluated at \( x \) in the direction \( d \) is defined (using the notation of Clarke) as

\[ f^d(x; d) = \limsup_{y \to x, t \downarrow 0} \frac{f(y + td) - f(y)}{t} \]

In the convex case, this notion reduces to the classical notion of directional derivative

\[ f^d(x; d) = \lim_{t \downarrow 0} \frac{f(x + td) - f(x)}{t} \]

We shall also use the following proposition for the proof of our characterization of the generalized gradient:

**Proposition 3.1.** Let \( f \) be a function from \( \mathbb{R}^n \) into \( \mathbb{R} \) almost everywhere continuously differentiable. Then \( f \) is continuously differentiable at \( x \) if and only if \( \partial f(x) \) reduces to a singleton.

We have the following general remark. The definition of the generalized gradient (2) is only valid for the locally Lipschitz case. If the function is simply almost everywhere differentiable, one can construct examples for which the generalized gradient is not defined. A more general definition based on the cone of normals is given by Clarke (1990) in the case of a lower semi-continuous function.

4. Gradient of the optimal value function

Returning now to our problem, we consider the optimal value of a linear program as a function of the matrix coefficients:

\[ z(A) = \max_c c^T x \]
subject to \[ \begin{cases} Ax = b \\ x \geq 0 \end{cases} \]  

where \( c \) is the \( n \)-column vector of objective coefficients, \( x \) is the \( n \)-column vector of variables, \( A \) is the \( m \times n \) matrix of left-hand side coefficients and \( b \) is the \( m \)-column vector of right-hand side coefficients.

We first recall the result for the smooth case. It is established in Freund (1985) under the two following assumptions:

(\( H1 \)) The optimal solution of the primal problem (3) is unique;

(\( H2 \)) The optimal solution of the dual problem of (3) is unique.

The result in the smooth case can then be written as follows:

**Proposition 4.1.** (Freund (1985)). If assumptions (\( H1 \)) and (\( H2 \)) are both satisfied for \( A \), then \( z(A) \) is continuously differentiable and we have that

\[ \frac{\partial z}{\partial a_{ij}} = -u^*_j x^*_i \]

where \( u^*_j \) is the optimal dual variable associated to row \( i \) and \( x^*_j \) is the optimal primal variable associated to column \( j \).

A complete analysis of the subject in the differentiable case can be found in Gal (1995).

5. Generalized gradient characterization.

Before examining the case where the optimal basis is not unique, we show on an example that \( z(A) \) does not enjoy any convexity property. Consider the following linear problem with a single parameteric matrix coefficient:

\[ z(a) = \min_{x_1 + x_2 \geq 0} \{ ax_1 + x_2 \} \]

s.t. \[ x_1, x_2 \geq 0 \]

Using the constraint, \( x_2 \) can be substituted:

\[ z(a) = \min_{x_1} \{ 1 + (1 - a)x_1 \} \]

s.t. \[ 0 \leq x_1 \leq \frac{1}{a} \]

The optimal objective function can thus be written explicitly as:

\[ z(a) = \begin{cases} 1 & \text{if } a < 1 \\ 1/a & \text{if } a \geq 1 \end{cases} \]

It is clear that \( z(a) \) is neither convex nor concave. Because of this lack of convexity, the notion to be used is the Clarke’s generalized gradient.

If \( A \) is such that the linear program is infeasible, we define \( z(A) = -\infty \). Denote by \( dom(z) \), the domain where \( z(A) \) is finite. Before stating the characterization of the generalized gradient, we first recall the following propositions which result from Renegar (1994).

**Proposition 5.1.** If the set of optimal primal solutions for \( A \) is unbounded, then \( A \) is not an interior point of \( \text{dom}(z) \).

**Proposition 5.2.** If the set of optimal dual solutions for \( A \) is unbounded, then \( A \) is not an interior point of \( \text{dom}(z) \).

We will use the following notation \( u \times x \) for the outer product of an \( n \)-column vector \( u \) by the \( n \)-row vector \( x^T \). The following theorem states a characterization of the generalized gradient.

**Theorem 5.1.** If \( A \) is an interior point of \( \text{dom}(z) \) and if \( z(A) \) is locally Lipschitz in a neighborhood of \( A \), then

\[ \partial z(A) = \text{conv}(\{u \times x \mid u \in \text{dom}(z) \text{ and } x \text{ is any optimal dual solution and } x \text{ is any primal optimal solution of (3)} \} \]

where \( u \) and \( x \) are the dual and primal solutions associated to the unique optimal basis for (3). This proves the theorem.

1. Suppose first that there is a single optimal basis. Since \( A \) is an interior point of \( \text{dom}(z) \), we know by Propositions 5.1 and 5.2 that there are no extreme rays of primal or dual optimal solutions. In this case, a single optimal basis is a sufficient condition to have primal and dual nondegeneracy. We know from Proposition 4.1 that \( \partial z(A) \) reduces to a single matrix, which can be computed by the following formula:

\[ \partial z(A) = \{ -u \times x \} \]

where \( u \) and \( x \) are the dual and primal solutions associated to the unique optimal basis for (3). This proves the theorem.

2. Suppose next that there are several optimal basis. Let’s first introduce some useful notation from linear programming. For a particular optimal basis, we denote by \( B \) the columns of matrix \( A \) corresponding to the basic variables noted \( x_B \) and we denote by \( N \) the columns of matrix \( A \) corresponding to non basic variables, noted \( x_N \). The constraints can by rewritten as follows:

\[ Ax = b \iff (B,N)(x_B,x_N)^T = b \iff Bx_B = b \iff x_N = B^{-1}b \]

Denote \( c_B \) the objective coefficient corresponding to basic variables, it follows that the objective function can be rewritten for a particular basis as follows:

\[ z(A) = c_B^T B^{-1}b \]

We first prove the following inclusion:

\[ \text{conv}(\{u \times x \mid u \in \text{dom}(z) \text{ and } x \text{ is any optimal dual solution and } x \text{ is any primal optimal solution of (3)} \}) \subset \partial z(A) \]

Let \( B \) corresponds to an optimal basis of (3). Since this optimal basis is not unique, there must be at least one non basic variable \( x_i \) with a zero reduced cost:

\[ c_j - c_B^T B^{-1}a_j = 0 \]

where \( a_j \) denotes the column \( j \) of matrix \( A \). Using the definition of the vector of dual variables \( u^T = c_B^T B^{-1} \), this condition can be rewritten:

\[ c_j - u^T a_j = 0 \]

We can exclude the pathological case where \( u = 0 \). In fact, this case can be treated by a perturbation of the objective coefficients. This only requires to consider \( A \) as the extended matrix of the system where the objective is added as a constraint.

We can thus take \( u_j \) different from zero and define the following perturbation of the column \( a_j \) for any column with zero reduced cost: if \( u_j > 0 \), subtract \( \epsilon > 0 \) (\( \epsilon < 0 \) if \( u_j < 0 \)) from the \( i \)-th component of \( a_j \). For the perturbed problem, all the reduced costs are strictly positive, and therefore the optimal solution becomes unique.
More specifically, let a sequence of matrices \( A(\varepsilon) \) where the objective function is differentiable converging towards matrix \( A \) where it is not differentiable. The primal and dual optimality conditions hold for each point of the sequence and the optimal primal and dual variables are continuous functions of the perturbed matrix since this latter is a perturbation of an invertible matrix at the limit point. The limits of the primal and dual variables at each point of the sequence thus exist and satisfy the primal dual relations at the limit point.

It can be concluded that all the points associated with the optimal basis for the problem (3) belong to the generalized gradient, since they can be written as a limit of perturbed problems where the optimal basis is unique and so where the function \( z \) is continuously differentiable in \( A(\varepsilon) \) for all \( \varepsilon > 0 \).

Now consider the inverse inclusion:

\[
\partial z(A) \subseteq \text{conv}\{-u \times x \mid u^T = c_i^T B^{-1}, x_B = B^{-1} b, x_N = 0 \text{ and } B \text{ corresponds to an optimal basis of (3)}\}
\]

Let \( A_k \) be any sequence such that \( \nabla z(A_k) \) exists and converges. The optimal basis associated with each \( A_k \) does not have to be unique. As shown by Freund (1985), we can have, for a given matrix \( A \), several degenerate optimal basis although \( z \) is continuously differentiable for matrix \( A \). We will show, in this case, that any optimal basis associated with \( A_k \) must give the same point \((-u x_j, \ldots\).

Suppose the opposite, that is, there are two different optimal basis for \( A_k \), giving two different points \((-u^1 x_j, \ldots\) and \((-u^2 x_j, \ldots\) respectively. As done in part i) of the proof, the matrix \( A_k \) can be perturbed in order to have no more than one of the two basis optimal. By taking this limit, we obtain that the first point is in the generalized gradient. By applying the same procedure of perturbation to the second basis, we show that the second point is also in the generalized gradient. We can therefore conclude that \( \partial z(A_k) \) is not a singleton. Applying Proposition 3.1, this contradicts the fact that \( z \) is continuously differentiable in \( A_k \).

The gradient can therefore be associated with any of the optimal basis. Note by \( B_k \) a sequence of optimal basis for \( A_k \) (i.e. \( B_k \) is an optimal basis for \( A_k \)). By a basis, we mean here a partition of the variables between basic and non-basic variables. As \( B_k \) is an infinite sequence of basis and as there is only a finite choice of \( m \) columns among the \( n \) columns of the \( A \) matrix, so there must be a special basis \( B \) which is repeated infinitely often in the sequence. Let \( B_l \) be the subsequence corresponding to this basis which is repeated infinitely often. The corresponding subsequence \((\ldots, -x_i, x_i, \ldots\) of gradients associated with this basis converges to the same point as the original sequence. As

\[
\begin{align*}
&c_i^T - c_i^T (B_l)^{-1} B_l^{-1} b \\ &\geq 0
\end{align*}
\]

for all \( l \), these inequalities remain true for \( l \to \infty \) and so \( B_l \) converges to an optimal basis for (3). This completes the proof of the reverse inclusion.

3. We finally show that

\[
\partial z(A) = \text{conv}\{-u \times x \mid u \text{ is any optimal dual solution and } x \text{ is any primal optimal solution of (3)}\}
\]

Because the sets of primal and dual optimal solutions corresponding to point \( A \) are bounded by Propositions 5.1 and 5.2, \( u \) and \( x \) are convex combinations of extreme dual and primal solutions respectively. Let

\[
\begin{align*}
&u = \sum_k \mu_k u_k \text{ where } \sum_k \mu_k = 1 \text{ and } \mu_k \geq 0 \\
&x = \sum_l \lambda_l x_l \text{ where } \sum_l \lambda_l = 1 \text{ and } \lambda_l \geq 0
\end{align*}
\]

Suppose first that \( u \) is a convex combination of extreme \( u_k \) while \( x \) is an extreme optimal point. One has

\[
u_k x_j = \sum_k \lambda_k u_k x_j
\]

for a given set of \( \lambda_k \) and for all \( i \) and \( j \). Therefore

\[
- u \times x = - \sum_k \lambda_k u_k x_k \times x
\]

This implies that

\[
\text{conv}\{-u \times x \mid u \text{ is any optimal dual solution and } x_B = B^{-1} b, x_N = 0 \}
\]

\[
\text{conv}\{-u \times x \mid u = c_i^T B^{-1}, x_B = B^{-1} b, x_N = 0 \text{ and } B \text{ is any optimal basis of (3)}\}
\]

The same reasoning can be made in order to relax the requirement that \( x \) is an extreme solution into the weaker one that \( x \) is any optimal solution of problem (3).

Before illustrating the theorem on an example, let us say a few words about the requirements for \( A \) to be an interior point of \( \text{dom}(z) \) and for \( z(A) \) to be Lipschitz in a neighborhood of \( A \). Im (2018) proves that these two requirements holds true if the following conditions are satisfied:

**Assumption 5.1.** The matrix \( A \) is of full rank and the Slater constraints qualification is satisfied.

**Proposition 5.3.** If matrix \( A \) is a full rank matrix and if the Slater constraints qualification is satisfied, then

- \( A \) is an interior point of \( \text{dom}(z) \) and
- the function \( z(A) \) is Lipschitz in a neighborhood of \( A \).

**Proof.** See Im (2018), pages 74–76.

As indicated by Höflner et al. (2016), any linear program can be reduced to an equivalent linear program that satisfies the full rank property for \( A \) by removing linearly dependent rows.

The following simple example illustrates Theorem 5.1:

\[
\begin{align*}
&z(a) = \max_x \\
&\quad x_1 + x_2 \\
&\text{s.t.} \\
&\quad x_1 + 2x_2 \leq 3 \\
&\quad x_1 + ax_2 \leq 2 \\
&\quad x_1, x_2 \geq 0
\end{align*}
\]

The feasible region and the objective function are represented in Fig. 1 for the particular choice of \( a = 1 \).

For \( a = 1 \), there exists two different basic solutions. The first one is obtained with \( x_1 \) and \( x_2 \) in the basis: \((x_1, x_2) = (1, 1)\) and the reduced cost of \( s_1 \), the first slack variable, is zero. The second solution is obtained by taking \( x_1 \) and \( s_1 \) in the basis: \((x_1, x_2) = (2, 0)\) and the reduced cost of \( x_2 \) is zero. In both cases, the optimal dual values are given by \((u_1, u_2) = (0.1)\).

Take \( a = 1 - \varepsilon \) and let \( \varepsilon \) go to zero. We obtain the first solution and the reduced cost associated to \( s_1 \) is strictly negative. Take \( a = 1 + \varepsilon \) and let \( \varepsilon \) go to zero. We obtain the second solution and the reduced cost associated to \( x_2 \) is strictly negative. The extreme points of the generalized gradient are thus:

- \(-u_2 x_2 = -1 \) (first case)
- \(-u_2 x_2 = 0 \) (second case).

One therefore obtains:

\[
\partial z(1) = [-1, 0]
\]
Consider the problem of the optimal dimensioning of pipe networks for the transmission of natural gas. See, for example, De Wolf and Smeers (1996) who consider the following two-stage problem for investment and exploitation of gas transmission networks. At the first stage, the optimal diameters of pipe lines, denoted \( D \), must be determined in order to minimize the sum of the direct investment cost function, denoted \( C(D) \), and \( Q(D) \), the future operating cost function.

\[
\begin{align*}
\min_D & \quad F(D) = C(D) + Q(D) \\
\text{s.t.} & \quad D_{ij} \geq 0, \ \forall (i, j) \in SA
\end{align*}
\]

where \( SA \) denotes the set of arcs of the network.

The operations problem for a given choice of the diameters can thus be formulated as follows:

\[
Q(D) = \min_{f_{ij} > 0} \sum_{j \in A} c_j s_i
\]

\[
\begin{align*}
\sum_{j(i,j) \in A} f_{ij} - \sum_{j(j,i) \in A} f_{ji} &= s_i \quad \forall i \in N \\
\operatorname{sign}(f_{ij}) f_{ij}^2 &= K_i^2 D_{ij}^2 (p_i^2 - p_j^2) \quad \forall (i, j) \in SA \\
s_i \leq s_i \leq \bar{s}_i & \quad \forall i \in N \\
p_i \leq \bar{p}_i \leq \bar{p}_i & \quad \forall i \in N
\end{align*}
\]

where the variables of the problem are \( f_{ij} \), the flow in the arc \((i,j)\), \( s_i \), the net supply at the node \(i\) and \( p_i \), the pressures at node \(i\). The set of nodes is denoted \( N \). For simplicity of notation, we define the variable \( \pi_i \) as the square of the pressure at node \( i \) :

\[
\pi_i = p_i^2.
\]

Let us replace in the only nonlinear relation of exploitation problem (6), the \( D_{ij} \) variable by the following substitute:

\[
x_{ij} = D_{ij}^2
\]

In fact, taking the \( x_{ij} \) as parameters, we find that they appear as linear coefficients of the squared pressure variables in the equation:

\[
\operatorname{sign}(f_{ij}) f_{ij}^2 - K_i^2 D_{ij}^2 (\pi_i - \pi_j) = 0.
\]

De Wolf and Smeers (2000) solve the problem of the gas transmission problem by an extension of the Simplex algorithm using piecewise linearisation of the first term \( \operatorname{sign}(f_{ij}) f_{ij}^2 \). We are thus back in the linear case. Let \( w_{ij}^2 \) be the optimal value of the dual variable associated with constraint (7). Applying Theorem 5.1, one obtains an element of the generalized gradient by:

\[
\frac{\partial Q}{\partial x_{ij}} = w_{ij}^2 K_i^2 (\pi_i^* - \pi_j^*)
\]

Now, to obtain an element of the generalized gradient with respect to the original variables \( D_{ij}^2 \), one uses the chain rule for the composition of derivative with:

\[
\frac{\partial x_{ij}}{\partial D_{ij}} = 5D_{ij}^4.
\]

It is then easy to prove that the following expression gives an element of the generalized gradient of \( Q(D) \):

\[
\frac{\partial Q(D)}{\partial D_{ij}} = w_{ij}^2 (\pi_i^* - \pi_j^*) 5K_i^2 D_{ij}^4
\]

This formula gives thus an element of the generalized gradient, which is the only information required by the bundle method (See Lemaréchal (1989)) used to solve the two stage problem. See De Wolf and Smeers (1996) for the application of the bundle method to this two-stage problem.
7. Conclusions

It has been shown in this paper how the first-order derivatives of the optimal solution of a linear program with respect to matrix coefficients can be generalized to the nonsmooth case, even when the optimal function as a function of matrix coefficients admits breakpoints. Our result, Theorem 5.1, emphasizes the fundamental role played by bases in this respect. The extreme points of the generalized gradient correspond to all the different optimal basis. A practical application to gas transmission network optimization, which was in fact the motivation for considering such a formula, was then presented.
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