Structure of pion photoproduction amplitudes
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We derive and apply the finite energy sum rules to pion photoproduction. We evaluate the low-energy part of the sum rules using several state-of-the-art models. We show how the differences in the low-energy side of the sum rules might originate from different quantum number assignments of baryon resonances. We interpret the observed features in the low-energy side of the sum rules with the expectation from Regge theory. Finally, we present a model, in terms of a Regge-pole expansion, that matches the sum rules and the high-energy observables.
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I. INTRODUCTION

Single pion photoproduction was the first measurement performed with the GlueX detector [1] at the Jefferson Lab and will likely be one of the first measurements at CLAS12. At low photon energies, $E_\gamma \sim \mathcal{O}(1 \text{ GeV})$, it is a rich source of information on the baryon spectrum [2–12], while at high energies, $E_\gamma \sim \mathcal{O}(10 \text{ GeV})$, it reveals the details of hadron interactions mediated by cross-channel particle (Reggeon) exchanges [13]. These two energy regimes are analytically connected, a feature that can be used to relate the properties of resonances in the direct channel to the Reggeon exchanges in the crossed channels. In practice, this can be accomplished through dispersion relations and finite energy sum rules (FESR) [14,15].

There are several models in the literature focusing on neutral and charged pion photoproduction in the high-energy region [16–24]. The differences between the various models are mainly due to the fact that momentum transfer dependence of Regge pole residues is largely unknown. In the past FESR were used to constrain residues in either neutral [25–27] or charged [28–30] pion photoproduction independently, and the fit to both reactions was performed by Worden in Ref. [31]. Fixed-$t$ dispersion relations were also used in the past to determine the baryon spectrum in Refs. [32–35] but, to the best of our knowledge, FESR in photoproduction have not been implemented in constraining the low-energy models. This is important because in the past decades high quality data in the low-energy region have been collected and new partial wave analyses have been performed. These will be discussed in more detail later. While the $N^*$ and $\Delta$ spectra below 2 GeV are “at least fairly well explored” according to the PDG [36], the properties of the higher excitations are poorly known. The 2–3 GeV energy range is the transition between the baryon resonance region and the Regge regime. Since the number of relevant partial waves increases with energy, additional tools are required to constrain the amplitude construction. As we show in this paper the analytical constraints from high energy can indeed be useful to improve the extraction of baryon resonances. This study complements our analysis of $\eta$ photoproduction [37] and pion-nucleon scattering [38].
The paper is organized as follows. In Sec. II we decompose the amplitudes into a covariant basis and define the scalar amplitudes. The singularities of the latter are the only ones required by unitarity, which makes them suitable for a dispersive analysis. After reviewing the properties of the scalar amplitudes, we use dispersion relations and a standard Regge parametrization to derive the FESR in Sec. III. In Sec. IV we evaluate the low-energy side of the sum rules with various available partial wave models. We also extract the effective Regge residues and show that the low-energy models provide a good, qualitative prediction for the observables at high energies. In Sec. V we present a combined fit of the parameters in the Regge expansion to both the FESR and the high-energy observables. Our conclusions are presented in Sec. VI.

II. FORMALISM: SCALAR AMPLETTURES

The photoproduction of a pion off a nucleon (proton or neutron) target

\[ \gamma(k, \lambda_\gamma) + N(p, \lambda) \rightarrow \pi(q) + N'(p', \lambda') \]  

(1)

depends on three helicities (\(\lambda_\gamma\), \(\lambda\), and \(\lambda'\)) and the two Mandelstam variables: the center-of-mass energy squared \(s = (k + p)^2\) and the momentum transferred squared \(t = (q - k)^2\). The third Mandelstam variable \(u = (p' - k)^2\) is fixed by the relation \(s + t + u = 2m_N^2 + m_x^2\), where \(m_x\) denotes the mass of the particle \(x\). The helicities \(\lambda_\gamma\), \(\lambda\), and \(\lambda'\) are defined in the center of mass of the reaction (1), customarily denoted as the s-channel frame. The t-channel frame refers to the center-of-mass frame of the cross-channel reaction \(\gamma \pi \rightarrow N'N\).

The photoproduction of a pseudoscalar is fully described by four scalar amplitudes. The standard Chew-Goldberger-Low-Nambu (CGLN) decomposition [39] reads

\[ A_{ij;\lambda_\gamma}(s, t) = \sum_{k=1}^{4} \bar{u}(p') A_k(s, t) M_k u_j(p). \]  

(2)

The definition of the covariant basis \(M_k \equiv M_k(s, t, \lambda_\gamma)\) and all relevant kinematical quantities can be found in Ref. [24]. In the following we neglect isospin violations. Writing explicitly the isospin indices \((i, j\) for the target and recoil nucleon, respectively, and \(a\) for the isovector pion), the t-channel isospin decomposition for each scalar amplitude \(A_k\) (omitting the \(k\) index) reads

\[ A_{ji}^a = A^{(0)} r_j^a + A^{(+)} e^a \delta^3_{ji} + A^{(-)} \frac{1}{2} [r^a, e^a]_{ji}, \]  

(3)

with \(r^a\) the Pauli isospin matrices. In this basis, \(A^{(0)}\) is the amplitude involving the isoscalar component of the photon, while \(A^{(+)\) and \(A^{(-)}\) involve the isovector one with the \(\gamma \pi\) system in isospin 0 and 1, respectively. More explicitly, the t-channel (i.e., exchange) quantum numbers are

\[ I^G(A^{(0)}) = 1^+, \quad I^G(A^{(+)\}) = 0^-, \quad I^G(A^{(-)}\) = 1\).  

(4)

One could alternatively decompose into the s-channel isospin basis:

\[ A_{ji}^a = A^{(0)} r_j^a + A^{(1/2)} \frac{1}{3} (r^a e^a)_{ji} \]

\[ + A^{(3/2)} \left( \delta^3_{ji} - \frac{1}{3} r^a e^a \right)_{ji}. \]  

(5)

In this basis, \(A^{(0)}\) is the amplitude involving the isoscalar component of the photon, while \(A^{(1/2)}\) and \(A^{(3/2)}\) involve the isovector one with the \(\pi N\) system in isospin 1/2 and 3/2, respectively:

\[ A^{(+)\} = \frac{1}{3} (A^{(1/2)} + 2A^{(3/2)}), \]  

(6a)

\[ A^{(-)}\) = \frac{1}{3} (A^{(1/2)} - A^{(3/2)}). \]  

(6b)

The isospin relations in Eq. (6) suggest a connection between the baryon resonances, having definite s-channel quantum numbers, and the Regge exchanges with definite t-channel quantum numbers.

The charged and neutral pion photoproduction reactions are described by an appropriate combination of the isospin components of the scalar amplitudes. Schematically, the contributions of isospin amplitudes to the helicity amplitudes are

\[ A(\gamma p \rightarrow \pi^+ n) = \sqrt{2} (A^{(0)} + A^{(-)}), \]  

(7a)

\[ A(\gamma p \rightarrow \pi^- p) = \sqrt{2} (A^{(0)} - A^{(-)}), \]  

(7b)

\[ A(\gamma \pi \rightarrow N^0 p) = A^{(0)} + A^{(0)}, \]  

(7c)

\[ A(\gamma n \rightarrow N^0 n) = A^{(0)} - A^{(0)}. \]  

(7d)

The \(u\) channel, \(\gamma \bar{N} \rightarrow \pi \bar{N}\), is obtained from the s channel by charge conjugation. Symmetry under charge conjugation implies definite parity for the scalar amplitudes under the transformation \(s \leftrightarrow u\). This can be made explicit by using the symmetric variable

\[ \nu = \frac{s - u}{4m_N^2} = E_{\text{lab}} + \frac{t - m_N^2}{4m_N^2}, \]  

(8)

with \(E_{\text{lab}}\) the photon energy in the laboratory frame (target rest frame). The scalar amplitudes can be separated into crossing-even,
TABLE I. Invariant amplitudes $A_i$ with their corresponding $t$-channel exchanges. $I$ is isospin, $G$ is $G$ parity, $J$ is total spin, $P$ is parity, $C$ is charge conjugation, and $\tau = (-1)^I$ is the signature. The name of the lightest meson on the trajectory is indicated in the last column.

<table>
<thead>
<tr>
<th>$A_i^{(\alpha)}$</th>
<th>$P^G$</th>
<th>$P(-1)^J$</th>
<th>$\tau$</th>
<th>$J^{PC}$</th>
<th>Lightest meson</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_{1,4}^{(0)}$</td>
<td>$1^+$</td>
<td>$+1$</td>
<td>$-1$</td>
<td>$(1,3,5,\ldots)^{-}$</td>
<td>$\rho(770)$</td>
</tr>
<tr>
<td>$A_{1,4}^{(+)}$</td>
<td>$0^+$</td>
<td>$+1$</td>
<td>$-1$</td>
<td>$(1,3,5,\ldots)^{-}$</td>
<td>$\omega(782)$</td>
</tr>
<tr>
<td>$A_{1,4}^{(-)}$</td>
<td>$1^-$</td>
<td>$+1$</td>
<td>$+1$</td>
<td>$(2,4,6,\ldots)^{++}$</td>
<td>$a_2(1320)$</td>
</tr>
<tr>
<td>$A_{2,4}^{(0)}$</td>
<td>$1^+$</td>
<td>$+1$</td>
<td>$-1$</td>
<td>$(1,3,5,\ldots)^{-}$</td>
<td>$b_1(1235)$</td>
</tr>
<tr>
<td>$A_{2,4}^{(+)}$</td>
<td>$0^+$</td>
<td>$-1$</td>
<td>$-1$</td>
<td>$(1,3,5,\ldots)^{-}$</td>
<td>$h_1(1170)$</td>
</tr>
<tr>
<td>$A_{2,4}^{(-)}$</td>
<td>$1^-$</td>
<td>$-1$</td>
<td>$+1$</td>
<td>$(2,4,6,\ldots)^{-}$</td>
<td>$\pi(140)$</td>
</tr>
<tr>
<td>$A_{3,4}^{(0)}$</td>
<td>$1^+$</td>
<td>$-1$</td>
<td>$+1$</td>
<td>$(2,4,6,\ldots)^{-}$</td>
<td>$\rho_2(\sim)$</td>
</tr>
<tr>
<td>$A_{3,4}^{(+)}$</td>
<td>$0^+$</td>
<td>$-1$</td>
<td>$+1$</td>
<td>$(2,4,6,\ldots)^{-}$</td>
<td>$\omega_2(\sim)$</td>
</tr>
<tr>
<td>$A_{3,4}^{(-)}$</td>
<td>$1^-$</td>
<td>$-1$</td>
<td>$-1$</td>
<td>$(1,2,5,\ldots)^{++}$</td>
<td>$a_1(1260)$</td>
</tr>
</tbody>
</table>

From Eqs. (11) and (12), the Regge pole contributions in the $t$ channel. For convenience, we define

$$A'_2 = A_1 + iA_2.$$  

and crossing-odd,

$$A_{1,2,4}^{(-)}(\nu - ie, t) = -A_{1,2,4}^{(-)}(\nu + ie, t),$$  

$$A_{3}^{(0)}(\nu - ie, t) = +A_{3}^{(0)}(\nu + ie, t),$$  

(9a)

where $\pm = \pm \frac{1}{2}$ is used for the nucleon helicities. These relations show that, at the leading order in the energy, $A_3$ and $A_4$ are helicity nonflip at the nucleon vertex, and $A_1$ and $A'_2$ are helicity flip. It is well known that isoscalar (isovector) exchanges are predominantly helicity nonflip (helicity flip) at the nucleon vertex [13]. It is also known that the unnatural exchanges are suppressed at high energies, because of the smaller intercept. Therefore, we expect $A_1^{(0,\sim)}$ and $A_4^{(\sim)}$ to dominate at high energies.

Finally, the factorization of Regge pole residues yields a simple form for the kinematical singularities in $t$ at high energy [43]

$$A_{x,\lambda,\lambda}(\nu, t) \propto (\sqrt{-t})^{1/2 + |t'|}.$$  

(12)

From Eqs. (11) and (12), the Regge pole contributions in $A_1$ and $A_4$ vanish in the forward direction, i.e., $A_1 \propto t$ and $A_4' \propto t$. We now turn our attention to the analytic structure of the scalar amplitudes, and we derive the FESR in the next section.

### III. Finite Energy Sum Rules

The starting point of the FESR derivation is the analytic structure of the scalar amplitudes. The analytic structure and the associated dispersion relation for pion photoproduction are discussed extensively in the literature.
the contour integral in Fig. 1 vanishes since analyticity requires the absence of singularities outside the real axis. Equivalently, we can match the discontinuity on the real axis to the integral along the circle of radius $\Lambda$.

$$\int_0^\Lambda |D_{i,R}(\nu, t) + (-1)^k D_{i,L}(\nu, t)| \nu^k d\nu = - \int_{C_\Lambda} A_i(\nu, t) \nu^k d\nu,$$

where we include the nucleon poles in the discontinuities. For $\nu > 0$, $D_{i,R}$ and $D_{i,L}$ correspond to the discontinuities along the $s$-channel (right) and $u$-channel (left) unitarity cuts, respectively,

$$D_{i,R}(\nu, t) = \lim_{\epsilon \to 0^+} A_i(+\nu + i\epsilon, t) - A_i(+\nu - i\epsilon, t),$$

$$D_{i,L}(\nu, t) = \lim_{\epsilon \to 0^+} A_i(-\nu + i\epsilon, t) - A_i(-\nu - i\epsilon, t).$$

Due to the crossing properties of the scalar functions, we can relate the left and right discontinuities $D_{i,L}(\nu, t) = \tau_i D_{i,R}(\nu, t)$. The left-hand side (LHS) of the sum rule in Eq. (14) becomes

$$[1 + \tau_i (-1)^k] \int_0^\Lambda |D_{i,L}(\nu, t)| \nu^k d\nu = \pi B_i(t) \nu^k d\nu.$$  

We note that the LHS of Eq. (14) is nonzero only for $\tau_i = (-1)^k$ since $k$ is an integer. In other words, crossing-even (crossing-odd) amplitudes have odd (even) moments only.

In our convention, the discontinuities include the nucleon pole at $\nu_N(t)$ and the unitarity cuts starting at $\nu_x(t)$, the $\pi N$ threshold, given by

$$\nu_x(t) = m_\pi + \frac{t + m_\pi^2}{4m_N}.$$  

If $\nu_x(t) > 0$, the left and right cuts do not overlap, and the amplitude is real in a part of the real axis. In this case the discontinuities along the cuts are given by the imaginary part of the amplitudes. The contribution of the right-hand discontinuity to the sum rules reads

$$\int_0^\Lambda D_{i,R}(\nu, t) \nu^k d\nu = \pi B_i(t) \nu^k d\nu.$$  

If $\nu_x(t) < 0$, the left and right cuts overlap. Nevertheless, one can still use a contour passing in between the two cuts and obtain the same dispersion relation as in Eq. (14). The discontinuity is still given by the imaginary part of the amplitude along the cut, since the function is analytic in $t$ and is real for $t > 0$ along this cut.

$\textbf{TABLE II.}$ Residues of the Born term in Eq. (13) entering the dispersion relation. The pion pole in the residues $B_2^{(s)}$ is canceled by a kinematic zero at $t = m_\pi^2$ in $M_\pi$.

<table>
<thead>
<tr>
<th>$(\sigma)$</th>
<th>$(0)$</th>
<th>$(+)$</th>
<th>$(-)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_1^{(s)}$</td>
<td>$-\frac{e_{1g}}{m_N}$</td>
<td>$-\frac{e_{2g}}{m_N}$</td>
<td>$-\frac{e_{1g}}{m_N}$</td>
</tr>
<tr>
<td>$B_2^{(s)}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
<td>$\frac{e_{2g}}{2m_N}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
</tr>
<tr>
<td>$B_3^{(s)}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
<td>$\frac{e_{2g}}{2m_N}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
</tr>
<tr>
<td>$B_4^{(s)}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
<td>$\frac{e_{2g}}{2m_N}$</td>
<td>$\frac{e_{1g}}{2m_N}$</td>
</tr>
</tbody>
</table>
To work out the right-hand side (RHS) of Eq. (14), we assume that \( \Lambda \) is large enough to approximate the amplitudes by a single Regge pole for each definite isospin scalar amplitude along the circle

\[
A_i(\nu, t) = -\beta_i(t) \frac{\tau_i(\nu)^{\alpha_i(t)} + (-r_i \nu)^{\alpha_i(t)}}{(r_i \nu) \sin \pi \alpha_i(t)},
\]  

(19)

where \( \tau_i \), as for the LHS of Eq. (14), is the signature of the exchange. \( \beta_i(t) \) and \( \alpha_i(t) \) are the residue and the trajectory of the Regge pole, respectively. The \( r_i > 0 \) are scale factors required by dimensional analysis. They are of the same order of the typical hadronic scale in the process, \( O(1 \text{ GeV}) \). A change in the scale factor \( r_i \) amounts simply to rescaling the residue by an exponential factor. The \( \nu \) factor in the denominator is meant to cancel the factor of \( 1/s \) in Eq. (11), stemming from the kinematic terms in Eq. (2), to provide the correct behavior \( \delta_i(t) \) of the helicity amplitudes in the large \( s \) limit. On the real axis, Eq. (19) reduces to the well-known form

\[
A_i(\nu, t) = -\beta_i(1)(\nu)^{\alpha_i(t)} - 1 \sin \pi \alpha_i(t).
\]  

(20)

Assuming the form in Eq. (19), the integral along the circle of radius \( \Lambda \) can be calculated analytically. The integration is performed separately for the two terms in Eq. (19) as they have different cuts, i.e., a left-hand cut for the first term and a right-hand cut for the second. The first term contribution to the contour integral in Eq. (14), with the change of variable \( \nu = \Lambda e^{i\phi} \), is

\[
\tau_i \beta_i(t) \frac{(r_i \Lambda)^{\alpha_i(t) - 1}}{2i \sin \pi \alpha_i(t)} \Lambda^{k+1} \int_{-\pi}^{\pi} e^{i\phi(\alpha_i(t) + k)} i d\phi
\]

\[
= \tau_i (-1)^k \beta_i(t) \frac{(r_i \Lambda)^{\alpha_i(t) - 1}}{\alpha_i(t) + k} \Lambda^{k+1}.
\]  

(21)

The second term yields the contribution to the contour integral

\[
-\beta_i(t) \frac{(-r_i \Lambda)^{\alpha_i(t) - 1}}{2i \sin \pi \alpha_i(t)} \Lambda^{k+1} \int_{0}^{2\pi} e^{i\phi(\alpha_i(t) + k)} i d\phi
\]

\[
= \beta_i(t) \frac{(r_i \Lambda)^{\alpha_i(t) - 1}}{\alpha_i(t) + k} \Lambda^{k+1}.
\]  

(22)

As expected, the RHS of Eq. (14) also vanishes unless \( \tau_i = (-1)^k \). Hence, we can combine Eqs. (18), (21), and (22) to obtain the FESR

\[
\pi B_i(t) \frac{\nu^2(t)}{\Lambda^{k+1}} + \int_{\pi}^{\Lambda} \text{Im} A_i(\nu, t) \frac{\nu^2 d\nu}{\Lambda^{k+1}}
\]

\[
= \beta_i(t) \frac{(r_i \Lambda)^{\alpha_i(t) - 1}}{\alpha_i(t) + k}.
\]  

(23)

It should be kept in mind that the FESR in Eq. (23) are valid only for odd (even) values of \( k \) for crossing-even (crossing-odd) amplitudes. It seems at first that the high-energy side of the FESR has a pole at \( \alpha(t) = 0 \) for \( k = 0 \). This situation may happen in the physical region for the leading trajectory; cf. (28). In this case, the ghost pole at \( \alpha(t) = 0 \) in even-signature amplitudes forces a zero in the residue, i.e., \( \beta(t) \propto \alpha(t) \), making the RHS of Eq. (23) finite. We will check this prediction in Sec. IV where we will evaluate the LHS of the FESR. In order to explicitly see the zeros in the residues we will always choose \( k \geq 1 \). In our derivation, we explicitly assumed a single Regge pole for each definite isospin scalar amplitude. In general, the RHS of the FESR involves as many terms as there are Reggeons or Regge cuts contributing to the amplitude.

The FESR in Eq. (23) was derived using the known analytic structure of the scalar amplitudes at fixed \( t \leq 0 \). For large negative values of \( t \), singularities coming from two fixed poles appear, i.e., box diagrams with internal pions and nucleons. They manifest as an additional cut parallel to the unitarity cut. Nevertheless, they are far away from the forward angle region. The closest singularity of the double spectral representation is at \( t = -1.1 \text{ GeV}^2 \) and \( s > (1.6 \text{ GeV})^2 \), as shown in Ref. [47]. In this work, we focus on the forward region \(-1 \leq t/\text{GeV}^2 \leq 0 \); hence we do not need to consider any additional singularity.

**IV. THE LOW-ENERGY SIDE OF THE SUM RULES**

**A. The models**

There are several independent analyses of the baryon spectrum from photoproduction data. In this work, we will reconstruct the low-energy side of the FESR using the five main amplitude models, MAID with the MAID2007 version [48], SAID with the CM12 version [49], Bonn-Gatchina (BnGa) with the BG2016 version [50], Jülich-Bonn (JüBo) with the JüBo2014 version [11], and ANL-Osaka (ANL-O) with the ANL-O2016 version [10,12]. The different models are compared in Ref. [51]. In this section we first review the domain of validity of each model, and then we evaluate the LHS of the sum rules in Eq. (23) using the latest partial waves analysis by the different groups.

The SAID, MAID, and ANL-O groups include pion photoproduction on both a proton and a neutron target in their analyses while the latest JüBo and BnGa models are developed for proton targets only. Consequently SAID, MAID, and ANL-O scalar amplitudes \( A_i^{(\sigma)} \) are available for all isospin configurations, \( \sigma = 0, +, - \), while for JüBo and
BnGa we can analyze $\gamma p \rightarrow \pi^0 p$ only. Indeed the left-hand-side of the reaction $\gamma n \rightarrow \pi^+ n$ is related to the physical region of the reaction $\gamma n \rightarrow \pi^- p$ by charge conjugation. Hence, the analysis of charged pion photoproduction requires both $\gamma n \rightarrow \pi^- p$ and $\gamma p \rightarrow \pi^+ n$ in the physical region.

The energy range of the different models and the number of multipoles available are ($L$ being the angular momentum between the pion and the nucleon)

SAID: $\sqrt{s} \leq 2.40$ GeV and $L \leq 5$,
MAID: $\sqrt{s} \leq 2.00$ GeV and $L \leq 5$,
ANL-O: $\sqrt{s} \leq 2.10$ GeV and $L \leq 5$,
JuBo: $\sqrt{s} \leq 2.57$ GeV and $L \leq 5$,
BnGa: $\sqrt{s} \leq 2.50$ GeV and $L \leq 9$.

The formulas to reconstruct the amplitudes from the multipoles are given in Appendix F in Ref. [37]. We evaluate the LHS of the sum rule at fixed $t$ defined by

$$S_i^{(\sigma)}(t, k) \equiv \pi B_i^{(\sigma)} \frac{\nu_N}{k^{\Lambda+1}} + \int_{\nu(t)}^{\Lambda} \text{Im}A_i^{(\sigma)}(\nu, t) \frac{\nu^{\Lambda+1}d\nu}{k^{\Lambda+1}}, \quad (24)$$

at 11 equally spaced points in the range $t \in [-1, 0]$ GeV$^2$. In the rest of the paper, we will discuss the sum rules computed with the amplitude $A_i^{(\sigma)}(t, k) = A_i^{(\sigma)}(t)$. In order to simplify the notation, we will denote this quantity by $S_i^{(\sigma)}(t, k)$.

In Eq. (24), the dependence of the Born term on $t$ is understood, i.e., $B_i^{(\sigma)}(t) = B_i^{(\sigma)}(t)\nu_N^{\Lambda+1}$. The integral cutoff in $\nu$ can be made $t$ dependent, by expressing it in terms of a cutoff in energy $s_{\text{max}}$:

$$\Lambda \equiv \Lambda(t) = \frac{s_{\text{max}} - m_N^2}{2m_N} + \frac{t - m_N^2}{4m_N}. \quad (25)$$

The region of integration is indicated in Fig. 2. In the area outside the physical region, the amplitudes need to be extrapolated. In the unphysical region the cosine of the scattering angle reaches unphysical values $\cos \theta < -1$, but because the low-energy models are reconstructed from multipoles, the cos $\theta$ dependence is polynomial and given explicitly by Legendre polynomials. For high angular momenta in the multipole expansion, numerical instabilities could appear as the expansion goes as $(\cos \theta)^{L_{\text{max}}}$. We have checked that the scalar functions, reconstructed with the five models, are continuous in the unphysical region if we use a partial waves expansion truncated up to $L_{\text{max}} = 5$. Only the BnGa model has higher spin multipoles. For consistency with all other models, we truncate it to $L_{\text{max}} = 5$ as well.

![FIG. 2. Low-energy region under investigation in this work in the $\nu$-$t$ plane. For a fixed value of $t$, the integration region in $\nu$ for the LHS of the FESR is indicated by the red solid line (the $\pi N$ threshold) and the black dashed line (the cutoff $\Lambda$). The physical region of the process $\gamma N \rightarrow \pi N$ is indicated by the gray shaded area, limited by $z \equiv \cos \theta = \pm 1$.](image)

**B. The low-energy side for all isospin components**

The quantity in Eq. (24) computed with SAID, MAID, and ANL-O models is presented in Figs. 3 and 7 for all isospin components and the first two moments ($k = 1, 3$ for the crossing-even amplitudes and $k = 2, 4$ for the crossing-odd amplitudes). We choose $s_{\text{max}} = 4$ GeV$^2$, which is the highest energy all the models can be pushed to.

Since the factor $\Lambda_{\alpha}^{(\sigma)}(t)/\Lambda(t) + k$ in Eq. (23) never vanishes, zeros of $S_i^{(\sigma)}(t, k)$ should indicate the position of zeros in the $(k$-independent) residues $\beta_i(t)$. The moment independence of the zeros in $S_i^{(\sigma)}(t, k)$ is a good confirmation of the single Regge pole approximation. We then study the $S_i^{(\sigma)}(t, k)$ quantities given by low-energy models, and we compare them to the expectations from Regge theory. Since the position of zeros in the residues, and thus in the low-energy side of the FESR Eq. (24), can be related to the Regge trajectories, it is useful to have them in mind. The leading trajectory of each amplitude is fairly well known [13]:

$$\alpha_1^{(\sigma)}(\sigma) \equiv \alpha_1(t) = 0.9(t - m_p^2) + 1 \quad \text{for all } \sigma, \quad (26a)$$

$$\alpha_2^{(\sigma)}(\sigma) \equiv \alpha_2(t) = 0.7(t - m_p^2) + 0 \quad \text{for all } \sigma. \quad (26b)$$

These can be compared to meson masses for $t > 0$ in Fig. 4.

In Fig. 3, we present the low-energy side of the sum rules for the natural exchanges $S_i^{(\sigma)}(t, k)$, computed for the first two moments $1 \leq k \leq 4$ using the SAID, MAID, and ANL-O models. We observe the following features:

1. All three models shown give qualitatively similar results for all natural exchange $S_1^{(\sigma)}$s. The strongest deviation between the model is observed in $S_1^{(\sigma)}$. The imaginary part of the amplitude $\nu^2 A_4^{(-)}$ shown in Fig. 5 does not vary drastically among the models. Nevertheless, the cancellation between the $\Delta(1232)$
and the other resonances results in a small $S_{4}^{(-)}$. The small differences in the structures at $\sqrt{s} = 1.7$ GeV and $\sqrt{s} = 1.9$ GeV are therefore magnified by the FESR. The deviation between the models at $\sqrt{s} = 1.7$ GeV can be traced back from the different magnitudes of the $N(1675)5/2^-$ and $N(1680)5/2^+$ resonances.

(2) All the $S_{i}^{(\sigma)}$'s exhibit a zero in the range $t \in [-1,0]$ GeV$^2$, with the exception of the lowest moments $S_{1}^{(0,\pm)}(t,k=1)$ and $S_{4}^{(-)}(t,k=2)$. We identify two types of zeros. The ones at $t \sim -0.8$ GeV$^2$ in $S_{4}^{(0,\pm)}$ and $S_{1}^{(-)}$ look independent of the moment, and they most certainly correspond to zeros in their corresponding Regge residues. Conversely, the ones at $t \sim -0.3$ GeV$^2$ in $S_{1}^{(\pm)}$ and $S_{4}^{(0,-)}$ do not appear in the lowest moment. A possible reason may be the presence of subleading Regge contributions (daughter trajectories and/or Regge cuts), whose importance decreases in higher moments. One can indeed check that the relative importance of a subleading trajectory $\alpha_2$ compared to the leading trajectory $\alpha_1 > \alpha_2$ is proportional to $(\alpha_1 + k)/\alpha_2 + k$, which decreases with $k$.

(3) The natural explanation for the zeros in $S_{4}^{(-)}(t,k)$ is the unwanted pole at $\alpha(t \sim -0.5$ GeV$^2) = 0$. This pole would appear at a negative mass squared and must be canceled by a zero in the residue. Such a zero is called a nonsense wrong signature zero (NWSZ) [42]. However, the zero in $S_{4}^{(0,-)}(t,k)$ is at $t \sim -0.8$ GeV$^2$, significantly away from the expected position. This zero might be shifted by the addition of another contribution (a daughter trajectory or a Regge cut) in the sum rules. A nonlinear trajectory with a zero at $t \sim -0.8$ GeV$^2$ would also explain this observation. A NWSZ should also appear in $S_{1}^{(-)}(t,k)$ for the same reason. The position
FIG. 5. The imaginary part of the SAID (red lines), MAID (blue lines), and ANL-O (green lines) invariant amplitudes \( \nu^2 A^{(\nu, t)}_1 \) at \( t_0 = 0 \) GeV\(^2\), \( t_1 = -0.3 \) GeV\(^2\), and \( t_2 = -0.6 \) GeV\(^2\). The vertical dashed line displays the beginning of the physical region.

FIG. 6. The imaginary part of the SAID (red lines), MAID (blue lines), and ANL-O (green lines) invariant amplitudes \( \nu A^{(\nu, t=0)}_1 \) and \( \nu A^{(\nu, t=0)}_{1232} \). The \( \Delta(1232) \) resonance is responsible for peaks at 1.2 GeV in \( A^{(\pm)}_1 \) and the nonvanishing \( A^{(+)\pm}_{1232}(t = 0, k) \) integral. As expected from isospin symmetry \( \Delta \) resonances do not contribute to \( A^{(0)}_1 \).

of the zeros in \( S^{(-)}_1(t, k) \) and \( S^{(-)}_4(t, k) \) would be at the same place with only one Regge pole contributing to the \( A^{(-)}_{1,4} \) amplitudes. But the zero in \( S^{(-)}_1 \) appears at \( t \approx -0.3 \) GeV and another zero possibly arises at \( -t > 1 \) GeV. We thus conclude that nonleading trajectories are present in the \( A^{(-)}_{1,4} \) amplitudes.

(4) The position of the zeros in \( S^{(0)}_{1,4} \) are very similar to the ones in \( S^{(-)}_{1,4} \). Their origin can be explained by invoking the degeneracy between the \( \rho \) and \( a_2 \) nucleon couplings, which is related to the absence of exotic resonances in \( pp \) scattering \([13,54]\).

(5) Inspecting the behavior in the forward direction, we see differences in the isoscalar \( S^{(+)}_1(0, k) \) and the isovector \( S^{(0,+)}_1(0, k) \). The latter vanishes \( \propto t \), while the former is finite. Also, the former is strongly \( k \) dependent. We have already observed such a pattern in \( \eta \) photoproduction \([37]\). In pion photoproduction, this effect is due to the contribution of the \( \Delta(1232) \) resonance to \( A^{(+)\pm}_1 \). In Fig. 6 we show \( \text{Im} A^{(0,+)1}_1 \) and \( \text{Im} \nu^2 A^{(-)}_1 \) at \( t = 0 \). We observe that both \( A^{(+)\pm}_1 \) and \( A^{(-)}_1 \) have a peak at \( \sqrt{s} = 1.2 \) GeV, due to the \( \Delta(1232) \). We can indeed check that at the peak \( A^{(+)\pm}_1 \approx -2A^{(-)}_1 \) and \( A^{(0)}_1 \approx 0 \), in agreement with Eq. (6), and with the dominance of a \( I = 3/2 \) resonance.\(^{3}\) In the isovector exchange amplitudes \( A^{(0)}_1 \) and \( A^{(-)}_1 \) the contributions of baryon resonances cancel out to yield \( S^{(0,+)1}_1(t = 0, k) \approx 0 \). However, in \( A^{(+)\pm}_1 \) the contribution of the \( \Delta \) is not canceled completely by other resonances and produces a finite \( S^{(0,+)1}_1(t = 0, k) \). This is in contrast with the factorization of Regge pole residues.

(6) Among all of the natural exchange amplitudes, \( S^{(+)}_4 \) is 1 order of magnitude larger than the other ones. This effect can also be traced back to the fact that the dominant \( \Delta(1232) \) contributes mainly to the isoscalar exchange amplitude. This is also consistent with the well-known dominance of the \( \omega \) Regge pole in pion photoproduction. The nonflip nucleon couplings of isoscalar trajectories are larger than the \( \Delta \) resonance to \( A^{(+)\pm}_1 \). In Fig. 6 we show \( \text{Im} A^{(0,+)1}_1 \) and \( \text{Im} \nu^2 A^{(-)}_1 \) at \( t = 0 \). We observe that both \( A^{(+)\pm}_1 \) and \( A^{(-)}_1 \) have a peak at \( \sqrt{s} = 1.2 \) GeV, due to the \( \Delta(1232) \). We can indeed check that at the peak \( A^{(+)\pm}_1 \approx -2A^{(-)}_1 \) and \( A^{(0)}_1 \approx 0 \), in agreement with Eq. (6), and with the dominance of a \( I = 3/2 \) resonance.\(^{3}\) In the isovector exchange amplitudes \( A^{(0)}_1 \) and \( A^{(-)}_1 \) the contributions of baryon resonances cancel out to yield \( S^{(0,+)1}_1(t = 0, k) \approx 0 \). However, in \( A^{(+)\pm}_1 \) the contribution of the \( \Delta \) is not canceled completely by other resonances and produces a finite \( S^{(0,+)1}_1(t = 0, k) \). This is in contrast with the factorization of Regge pole residues.

\(^{3}\)At the \( \Delta(1232) \) peak in the forward direction, \( \nu \sim 0.33 \) GeV.
and ANL-O models and observe the following features.

For the unnatural exchanges, there is no clear pattern of the zeros. The only exceptions are $S_{2,3}^{(+)2}$, which both show a zero for $t \approx -0.5$ GeV$^2$.

The unnatural exchange terms are of the same order of magnitude as the natural ones, with the exception of the larger $S_4^{(+)}$ discussed above.

The factorization of Regge residues appears to be satisfied reasonably in $S_2^{(0)}$. However, $S_1^{(+)}$ and $S_2^{(+)}$ deviate significantly from the expected $t$ behavior. Since $A_2^0 = A_1 + tA_2$, the deviation from the factorizable behavior in $S_2$ originates from the $A_1$ amplitude. The $\Delta(1232)$ peak in $A_1^{(0)}$ leads then to a finite $S_2^{(+)}$ at $t = 0$.

The moment $S_2^{(-)}$ from the MAID models favors a nonzero value at $t = 0$. The SAID and ANL-O models favor vanishing residues in the forward direction or possibly a zero at $|t| < 0.1$ GeV$^2$. In charged pion photoproduction, the forward peak in the differential cross section requires a finite residue at $t = 0$ in the pion exchange amplitude $A_2^{(-)}$. The beam asymmetry in charged pion photoproduction requires a zero at $t \sim 0.03$ GeV$^2$ in the same amplitude. Both requirements are met with the $k = 2$ moment with the SAID and ANL-O models.

The exchanges $\omega_2$ and $\rho_2$ contributing to the amplitudes $A_2^{(0,+)}$ are poorly known and generally assumed to be small. This is consistent with the
high-energy data, as we will see, that do not favor a large $A_3$ contribution. This is in contrast with the sizable $S_3^{(3,+)}$. The monotonic growth of $S_3^{(+)}$ can be deduced from Fig. 8. The $\Delta(1232)$ ($J^P = 3/2^+$), the $N(1520)$ ($3/2^-$), and the $N(1520)$ ($1/2^+$) have a mild $t$ dependence, but the higher-spin $N(1680)$ ($5/2^+$) contribution grows as $|t|$ increases, yielding a $S_3^{(+)}$ growing with $|t|$. Similar conclusions can be obtained for the $A_3^{(0)}$ amplitude. In order to obtain a negligible residue for all $t$ in the $A_3^{(0,+)}$ amplitudes, as the high-energy data suggest, one would need to change the $t$ dependence. For instance a change in the spin-parity assignment of the $N(1680)$, currently $5/2^+$, to $3/2^+$ could result in a small value of $S_3^{(0,0)}$.

From all these observations we conclude that the FESR amplifies the differences between various models. Due to the cancellation among resonances, the relative importance of higher-mass resonances is stronger in the FESR than in the original amplitudes. Moreover, FESR relate the $t$ dependence of the Regge residues to the spin of the $N^*$ and $\Delta$ resonances. In general we notice that moments $k = 2$ and $k = 3$ are in the best agreement with the expectation from Regge theory and in the following focus on these moments.

Although we explained that the FESR can point out the differences between models, by looking only at one side of the sum rule we cannot claim whether one model is better or worse than another. Second, we do not have information concerning the uncertainties associated with these multipoles. These uncertainties, propagated through the scalar amplitudes and then in the FESR, would certainly provide useful information. At this stage, we cannot conclude if the observed differences in the sum rules between the various models are coming from the model dependence, or rather by the data uncertainties in the low-energy region. The amplitudes of the available models are not fully constrained, since a complete set of observables is not yet available [55–58]. One can expect that if double polarization measurements were included the low-energy models could change as shown e.g., in Ref. [59].

C. Cutoff dependence

With the multipoles provided by the SAID group, we can investigate the dependence of the cutoff $s_{\text{max}}$ in the sum rules. In Figs. 9 and 10, we plot the low-energy side of the FESR $S_i^{(\sigma)}(t, k)$ for $s_{\text{max}} = (1.8 \, \text{GeV})^2$, $(2.0 \, \text{GeV})^2$, and $(2.2 \, \text{GeV})^2$. We observe that the positions of the zeros in the natural exchange amplitudes, $S_i^{(\sigma)}$, are relatively stable when the cutoff is varied. The notable exceptions are $S_1^{(+)}$ and $S_4^{(-)}$, when evaluated at $s_{\text{max}} = (1.8 \, \text{GeV})^2$. The amplitudes $A_i^{(+)}$ and $A_4^{(-)}$ indeed receive a significant contribution from the $\Delta(1930)$ resonance as can be seen in Figs. 5 and 6. Some moments, e.g., the $S_1^{(0)}$, have significant $s_{\text{max}}$ dependence. A possible explanation is that the underlying amplitudes are less constrained, or that they are more sensitive to higher mass resonances. In other words, the uncertainties associated with some of the curves in Figs. 9 and 10 could be significant.

In the following we choose an “optimal” cutoff. As we saw, $s_{\text{max}} = (1.8 \, \text{GeV})^2$ is too low. Since we do not observe a drastic change between $s_{\text{max}} = (2.0 \, \text{GeV})^2$ and $s_{\text{max}} = (2.2 \, \text{GeV})^2$, we will choose $s_{\text{max}} = (2.0 \, \text{GeV})^2$. With all models being valid at least up to that energy, we will be able to compare their moments.

D. The low-energy side for $\gamma p \rightarrow \pi^0 p$

For completeness, we compare the FESR obtained with the JüBo and BnGa models with the SAID, MAID, and ANL-O models. The JüBo and BnGa models are only available for reactions on a proton target. As stated, we can only present the results for the process $\gamma p \rightarrow \pi^0 p$, because for $\gamma p \rightarrow \pi^- n$ the FESR require the knowledge of $\gamma n \rightarrow \pi^- p$ to evaluate the left-hand cut.

The comparison among JüBo, BnGa, SAID, MAID, and ANL-O models is shown in Fig. 11. The cutoff

![Graphs showing the imaginary part of the SAID (red lines), MAID (blue lines), and ANL-O (green lines) invariant amplitudes $\nu^2 A_3^{(+)}$ at $t_0 = 0 \, \text{GeV}^2$, $t_1 = -0.6 \, \text{GeV}^2$, and $t_2 = -0.9 \, \text{GeV}^2$. The vertical dashed line displays the beginning of the physical region. The magnitude of the Born term is represented by the horizontal dot-dashed line (hidden by the x axis at $t = t_0$).](image-url)
FIG. 9. First moments of the RHS of the FESR Eq. (24) for $A_{1,4}^{(0,\pm)}$ with SAID for three cutoffs: $s_{\text{max}} = (1.8 \text{ GeV})^2$ (blue lines), $(2.0 \text{ GeV})^2$ (red lines), and $(2.2 \text{ GeV})^2$ (green lines).

FIG. 10. First moments of the RHS of the FESR Eq. (24) for $A_{2,3}^{(0,\pm)}$ with SAID for three cutoffs: $s_{\text{max}} = (1.8 \text{ GeV})^2$ (blue lines), $(2.0 \text{ GeV})^2$ (red lines), and $(2.2 \text{ GeV})^2$ (green lines).
FIG. 11. Lowest moments of the RHS of the FESR Eq. (24) for $A_j^{(s^2)} = A_j^{(0)} + A_j^{(+)}$ with SAID, MAID, and JüBo ($L_{\text{max}} = 5$ is used) solutions for the process $\gamma p \rightarrow \pi^0 p$. The integral is truncated at $s_{\text{max}} = (2.0 \text{ GeV})^2$.

$s_{\text{max}} = (2.0 \text{ GeV})^2$ is used in the FESR and only the moment $k = 2$ or $k = 3$ is plotted. The JüBo and BnGa models compare very well with the SAID, MAID, and ANL-O models except for $S_2^{(\pi^0)} = S_2^{(0)} + S_2^{(+)}$. We can identify the cause of this difference by looking at the invariant amplitudes at fixed $t$. We compare in Fig. 12 the four scalar functions for the neutral pion photoproduction reconstructed from the SAID, MAID, ANL-O, BnGa, and JüBo multipoles, as a function of the energy at $t_0 = 0$ and $t_1 = -0.8 \text{ GeV}^2$. We note that all models yield similar scalar amplitudes up to $\sqrt{s} \sim 1.6 \text{ GeV}$, but the relative strengths and $t$ dependence of the resonances beyond this region differ. The higher moments give stronger weight to the heavier resonances, and thus amplify the differences between the various models. Imposing the FESR constraints in the partial wave amplitude (PWA) analyses will certainly reduce the variation between them and yield more accurate $N^*$ and $\Delta$ spectra.

E. $t$-channel amplitudes

In the previous section, we exploited the relations between the scalar functions $A_i$ and the $s$-channel helicity amplitudes at leading $s$; cf. Eq. (11). For instance, the $t$ factor expected in the Regge residues from the factorization properties of Regge poles was readily checked using Eq. (12). However, the properties of Reggeons are best described in their rest frame, the $t$-channel center-of-mass frame. For natural exchanges the relevant combinations are the $t$-channel natural-parity amplitudes [24]:

$$F_1 = -A_1 + 2m_N A_4,$$  (27a)

$$F_3 = 2m_N A_1 - tA_4.$$  (27b)

$F_1$ ($F_3$) is the nucleon helicity nonflip (flip) amplitude in the $t$ channel [24]. We now wish to compare the features of the $\rho$ and $\omega$ Regge poles obtained by FESR with other reactions sharing the same nucleon vertex. For this purpose we perform the appropriate combination of $S_j^{(\pi^0)}$, from Eq. (28), and compare to the same quantities in $\gamma p \rightarrow \eta p$, Fig. 8 of Ref. [37], and $\pi p \rightarrow \pi p$, Fig. 2 of Ref. [38]. Our results are presented in Fig. 13. We note a striking similarity between $\pi^0$ and $\eta$ meson photoproduction for the $\omega$ exchange. The moments combination for the

FIG. 12. The invariant amplitudes $A_i$ with SAID, MAID, ANL-O, BnGa, and JüBo models for the process $\gamma p \rightarrow \pi^0 p$ at $t_0 = 0$ and $t_1 = -0.8 \text{ GeV}^2$.  
(t-channel) nucleon nonflip $F_1$ displays in both cases a zero for $t \sim -0.6$ GeV$^2$. The moments combination for the (t-channel) nucleon flip $F_3$ displays in both cases a violation of factorization at $t = 0$ and a zero for $t \sim -0.5$ GeV$^2$. The factorization of the pole residues at $t = 0$ is observed in both $\pi$ and $\eta$ photoproduction for the nucleon flip combination, but a zero appears for the $k = 3$ moment only in $\pi^0$ photoproduction. This zero at $t \sim -0.8$ GeV$^2$ is shifted compared to the nucleon flip amplitudes for $\pi N$ scattering, which is at $t \sim -0.5$ GeV$^2$. In the $\rho$ nucleon nonflip combination, the zero appears at $t \sim -0.15$ GeV$^2$ in both $\pi^0$ photoproduction and $\pi N$ scattering. This zero was responsible for the crossover between $\pi^0 p$ and $\pi^+ p$ elastic scatterings [38]. These similarities in the position of the zeros suggest that the zeros in the Regge residues would come from the nucleon vertex, as it is the common vertex in all these reactions.

V. COMBINED FIT OF THE FESR AND OBSERVABLES

In the previous sections we observed the position of zeros in the moments $S_i^{(\sigma)}(t, k)$. The agreement with the expectations from Regge theory suggested the dominance of a leading Regge pole in the 12 isospin scalar amplitudes, with the possibility of subleading contributions slightly shifting the zeros. In this section we continue our analysis by performing a combined fit of the moments $S_i^{(\sigma)}(t, k)$ and of the high-energy observables, using a Regge pole parametrization for the high-energy amplitudes. We restrict the high-energy observables to the kinematical region $E_{\text{lab}} \geq 3$ GeV and $-t \leq 1$ GeV$^2$. In this region we have the following data sets available:

(i) Differential cross section for $\gamma p \to \pi^0 p$ from Refs. [60–63].

(ii) Ratio of differential cross section $\gamma n \to \pi^0 n$ over proton target from Refs. [64,65].

(iii) $\gamma p \to \pi^0 p$ beam [1,66], target [67], and recoil [68] asymmetries.

(iv) Differential cross section for $\gamma p \to \pi^+ n$ from Refs. [69–72].

(v) Ratio of differential cross sections $\gamma n \to \pi^+ p$ over $\gamma p \to \pi^+ n$ from Ref. [73].

(vi) $\gamma p \to \pi^+ p$ beam asymmetry from Ref. [74].

The observables are displayed in Fig. 14. In order to better appreciate the small $t$ region, where the pion exchange dominates, the $\gamma p \to \pi^+ n$ observables are plotted against $\sqrt{-t}$.

We used the $S_i^{(\sigma)}(t, k)$ derived from the SAID model with the cutoff $s_{\text{max}} = (2.0$ GeV$)^2$, computed with $k = 2$ for crossing odd amplitudes or $k = 3$ for crossing even amplitudes. We chose the moments $k = 3$ as the moments $k = 1$ did not always present the zero pattern expected from Regge theory. The LHS of the sum rules is evaluated at 11 points equally spaced in the range $t \in [-1, 0]$ GeV$^2$. Since we do not have any information about the uncertainties of the PWA models, and therefore of the LHS of the sum rules, we assumed an artificial constant error on each $S_i^{(\sigma)}(t, k)$, taken as 20% of the maximum value of each scalar amplitude.

A. High-energy model

In order to properly describe the observables and the RHS of the sum rules, our model for the imaginary part of the scalar amplitudes involves a summation of Regge polelike terms:

$$\text{Im} A_i^{(\sigma)}(\nu, t) = \sum_j \beta_{ij}^{(\sigma)}(t) \nu^{\nu_j(t)-1}. \quad (28)$$

Equating the left- and right-hand sides of the sum rules, this form yields

$$S_i^{(\sigma)}(t, k) = \sum_j \beta_{ij}^{(\sigma)}(t) \frac{\Lambda_j^{\nu_j(t)-1}}{\alpha_j(t) + k}, \quad (29)$$

with the cutoff given by Eq. (25). We remind the reader that $S_i^{(\sigma)}$ stands for the sum rule evaluated with the amplitudes $A_i^{(\sigma)} = A_1^{(\sigma)} + tA_2^{(\sigma)}$. In Eq. (28) the index $i = 2$ stands for the amplitudes $A_2^{(\sigma)}$. In each amplitude, the summation involves one single term representing the leading Regge pole contribution. In the natural exchange amplitudes $A_1^{(\sigma)}$ and $A_4^{(\sigma)}$, we added a second Regge contribution, to have
more flexibility, based on our observations from the LHS of the sum rules. The poles are the same for the same isospin components in $A_1^{(\rho)}$ and $A_4^{(\rho)}$, since they have the same quantum numbers. $A_1^{(\rho)}$ and $A_4^{(\rho)}$ are the $s$-channel nucleon helicity flip and nonflip amplitudes, respectively. There are thus six natural Regge trajectories: the $\rho$, $\omega$, and $\alpha_2$, and the $\rho$, $\omega$, and $\alpha_2$ subleading poles, or “daughters.” We include only one Regge pole in the natural amplitudes $A_2^{(\sigma)}$ and $A_3^{(\sigma)}$, since the leading unnatural poles are expected to be smaller, at the same order of magnitude as a subleading natural pole. We keep the $\pi$, $b$, $h$, and $\alpha_1$ trajectories degenerate and consider a $\rho_2/\omega_2$ Regge pole in the $A_3^{(0,+)}$ amplitudes. With these two unnatural poles, we have in total eight trajectories, all of them linear:

$$\alpha_i(t) = \alpha_i^0 + \alpha_i^1 t. \tag{30}$$

The parameters of three natural $(\rho$, $\omega$, and $\alpha_2)$ leading trajectories and the $\pi/b/h/\alpha_1$ trajectory are constrained around the standard values; cf. Eq. (28). The intercepts and slopes are constrained in the range $[0.3, 0.7]$ and $[0.7, 1.1]$ GeV$^{-2}$, respectively.

Since all $S_i^{(\sigma)}(t, k)$ have only one extremum in the region of interest, we parametrize the residues with a second order polynomial times an exponential falloff,

$$\beta(t) = \alpha_i(t)t^\beta \times e^{b_i(1 - \gamma_1 t)(1 - \gamma_2 t)}, \tag{31}$$

where we omitted the indices $(\sigma)$ and $ij$. A factor $\alpha_i(t)$ is needed in the $A_1^{(\rho)}$ and $A_3^{(0,+)}$ amplitudes, which involve the even signature poles $\alpha_2$, $\rho_2$, and $\omega_2$. This factor cancels the unwanted ghost pole at $\alpha_i(t) = 0$ that might appear in the physical region. Indeed the even signature amplitudes $A_1^{(\rho)}$ and $A_3^{(0,+)}$ have the form...
and have a pole at $\alpha_j(t) = 0$. Note that we did not need this factor in the $\pi$ exchange amplitudes $A_1^{(\pi)}$ since we expect the point $\alpha_\pi(t = m_\pi^2) = 0$ to lie outside the fitting region. Our fit (cf. Table III) led indeed to $\alpha_\pi \equiv \alpha_0(t) = 0$ at $\sqrt{s} = 0.107$ GeV close to the pion mass (and outside the fitting region). We thus set $\kappa = 1$ for the residues of $A_{1,4}^{(\pi)}$ and $A_3^{(0,+)}$, and $\kappa = 0$ for the others.

For completeness we quote the expression for the odd signature amplitudes, $A_{1,2,4}^{(0,+)}$ and $A_3^{(0,-)}$,

$$A_i^{(\sigma)}(\nu, t) = -\sum_j \beta^{(\sigma)}_{ij}(t) \nu^{\sigma_j(t)-1} \frac{1 + e^{-\imath \alpha_j(t)}}{\sin \pi \alpha_j(t)}$$

and $\alpha_j(t) = 0$. Note that we did not need this factor in the $\pi$ exchange amplitudes $A_1^{(\pi)}$ since we expect the point $\alpha_\pi(t = m_\pi^2) = 0$ to lie outside the fitting region. Our fit (cf. Table III) led indeed to $\alpha_\pi \equiv \alpha_0(t) = 0$ at $\sqrt{s} = 0.107$ GeV close to the pion mass (and outside the fitting region). We thus set $\kappa = 1$ for the residues of $A_{1,4}^{(\pi)}$ and $A_3^{(0,+)}$, and $\kappa = 0$ for the others.

For completeness we quote the expression for the odd signature amplitudes, $A_{1,2,4}^{(0,+)}$ and $A_3^{(0,-)}$,

$$A_i^{(\sigma)}(\nu, t) = -\sum_j \beta^{(\sigma)}_{ij}(t) \nu^{\sigma_j(t)-1} \frac{1 + e^{-\imath \alpha_j(t)}}{\sin \pi \alpha_j(t)}$$

and $\alpha_j(t) = 0$. Note that we did not need this factor in the $\pi$ exchange amplitudes $A_1^{(\pi)}$ since we expect the point $\alpha_\pi(t = m_\pi^2) = 0$ to lie outside the fitting region. Our fit (cf. Table III) led indeed to $\alpha_\pi \equiv \alpha_0(t) = 0$ at $\sqrt{s} = 0.107$ GeV close to the pion mass (and outside the fitting region). We thus set $\kappa = 1$ for the residues of $A_{1,4}^{(\pi)}$ and $A_3^{(0,+)}$, and $\kappa = 0$ for the others.

For completeness we quote the expression for the odd signature amplitudes, $A_{1,2,4}^{(0,+)}$ and $A_3^{(0,-)}$,

$$A_i^{(\sigma)}(\nu, t) = -\sum_j \beta^{(\sigma)}_{ij}(t) \nu^{\sigma_j(t)-1} \frac{1 + e^{-\imath \alpha_j(t)}}{\sin \pi \alpha_j(t)}$$

The negative sign in Eqs. (32) and (33) is conventional. It ensures that the imaginary part of the amplitudes has the same sign as the residues.

The second factor $\nu$ in Eq. (31) imposes factorization in the $A_1$ and $A_2^{(+)}$ amplitudes. The poles in these amplitudes are forced to have a factorizable form with $\delta = 1$, except for the pion pole. The latter needs to have a nonzero residue at $t = 0$, in order to describe the forward peak in the differential cross section and the rapid variation of the beam asymmetry in the $\pi^+$ photoproduction. Similarly, we do not include the factor of $t$ in the $h$ pole in $A_2^{(+)}$, or in the $\omega$ leading and subleading poles in the amplitude $A_1^{(+)}$, as $S_2^{(+)}$ and $S_1^{(+)}$ display a significant deviation from factorization. In the amplitude $A_1^{(0,-)}$, the residues for both Regge contributions (the pole and the subleading pole) have the factor $\delta = 1$ as $S_1^{(0,-)}$ satisfy factorization at $t = 0$ in good approximation.

Using the model for the residues described above, we now fit both the FESR and the observables. The observables are, in the high-energy limit,
$A_2^{(p)} = A_1^{(p)} = 0$. The target ($T$) and recoil ($R$) asymmetry in $e^0$ photoproduction are very similar. The high-energy expression for these observables in Eq. (35) suggests that $A_1^{(p)} \sim 0$. This is in contradiction with the large $S_3^{(0,+)}$ obtained from the FESR.

The fit can describe simultaneously the asymmetries, the cross sections, and the moments $S_2^{(0,+)}$ and $S_3^{(+)}$. However, $S_3^{(0)}$ turns out to be strongly suppressed, with a large exponential suppression parameter $b$ in the residues, despite the nonzero $S_3^{(0)}$. We thus choose not to include any pole in the amplitude $A_3^{(0)}$, yielding $S_3^{(0)}$ to be identical to zero. At this stage, we do not have a resolution of this conflict between the significant moment $S_3^{(0)}$ from the low-energy models and the negligible residues $\rho_3^{(0)}$ from the high-energy observables.

C. Charged pion production

For the charged pion observables, we fit simultaneously the differential cross sections (on proton target and the ratio neutron over proton target), the beam asymmetry, and the $S_{1,4}^{(0,-)}$ moments. Since the pion is responsible for the forward peak in the differential cross section, we cannot separate unnatural and natural exchanges easily as we did for the neutral pion fit. We use as initial values for all the parameters related to the $\rho$ amplitudes $A_1^{(-)}$ the results obtained for the neutral pion fit. We also impose the initial condition $\gamma_1 = -30$ in the $\pi$ exchange amplitude $A_2^{(-)}$. Indeed the dominance of the pion exchange in the forward direction and the charged pion beam asymmetry $\Sigma(\sqrt{s}/t \sim 0.1-0.2) = 1$ suggest a zero in the pion amplitude around $-t \sim 0.01-0.04 = 1/\gamma_1$. We have used degenerate trajectories for the $\pi$, $a_1$, $b$, and $h$ poles, according to the expected degeneracy in Fig. 4. We have tried to impose the degeneracy of the $a_2$ pole in $A_4^{(-)}$ as well, but we obtain a better fit with a different $a_2$ trajectory.

The subleading $a_2$ pole in the $A_{1,4}^{(-)}$ amplitudes is necessary to reproduce the shape of the LHS of the FESR. Indeed the residue vanishes at the zero of the $a_2$ trajectory to remove the ghost pole. With only one common pole, $S_3^{(-)}$ and $S_4^{(-)}$ would have a zero at the same place and around $t = -0.63$ GeV$^2$, the zero of the $a_2(t)$ trajectory. With a subleading pole, we obtain a good description of $S_4^{(-)}$. The linear shape of $S_4^{(-)}$ is clearly more difficult to reproduce since the leading and subleading $a_2$ vanish at their respective zero of their trajectory. $S_3^{(-)}$ obtained from the fitting procedure is thus the result of the polynomial dependence of the residue, trying to compensate for the NWSZ’s built in the residue to give a growing moment.

FIG. 15. Comparison between the high-energy side of the FESR (in red) computed with the parametrization of the amplitudes given by Eq. (28), Tables III and IV, and the low-energy side of the FESR (in blue) using the SAID model. The cutoff is $s_{\text{max}} = (2 \text{ GeV})^2$. 
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TABLE IV. Results of the fit for the residues Eq. (31). The factors $\beta_0$ are dimensionless. The parameters $b$, $\gamma_1$, and $\gamma_2$ are in GeV$^{-2}$.

<table>
<thead>
<tr>
<th>$\kappa$</th>
<th>$\delta$</th>
<th>$\beta_0$</th>
<th>$b$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td>$\beta_0^{(0)}$</td>
<td>0</td>
<td>1</td>
<td>0.793</td>
<td>1.806</td>
</tr>
<tr>
<td>$\rho_0^{(0)}$</td>
<td>0</td>
<td>1</td>
<td>-4.824</td>
<td>0.075</td>
<td>-0.597</td>
</tr>
<tr>
<td>$\rho_1^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>0.744</td>
<td>3.131</td>
<td>-4.042</td>
</tr>
<tr>
<td>$\rho_2^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>-0.058</td>
<td>3.928</td>
<td>-5.514</td>
</tr>
<tr>
<td>$\omega_2^{(0)}$</td>
<td>1</td>
<td>1</td>
<td>-0.099</td>
<td>3.624</td>
<td>-0.028</td>
</tr>
<tr>
<td>$\omega_1^{(0)}$</td>
<td>1</td>
<td>1</td>
<td>51.91</td>
<td>6.024</td>
<td>-0.014</td>
</tr>
<tr>
<td>$b$</td>
<td>$\beta_0^{(0)}$</td>
<td>0</td>
<td>1</td>
<td>0.040</td>
<td>0.491</td>
</tr>
<tr>
<td>$h$</td>
<td>$\beta_0^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>0.881</td>
<td>0.378</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\beta_0^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>0.049</td>
<td>4.557</td>
</tr>
<tr>
<td>$\rho_2^{(0)}$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\omega_2^{(0)}$</td>
<td>1</td>
<td>0</td>
<td>-0.359</td>
<td>0.035</td>
<td>0.411</td>
</tr>
<tr>
<td>$\rho_0^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>-0.841</td>
<td>1.342</td>
<td>-0.999</td>
</tr>
<tr>
<td>$\rho_1^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>-0.037</td>
<td>0.465</td>
<td>51.644</td>
</tr>
<tr>
<td>$\rho_2^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>0.350</td>
<td>0.000</td>
<td>2.670</td>
</tr>
<tr>
<td>$\omega_2^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>6.896</td>
<td>3.698</td>
<td>-1.583</td>
</tr>
<tr>
<td>$\omega_1^{(0)}$</td>
<td>0</td>
<td>0</td>
<td>-0.001</td>
<td>0.002</td>
<td>-31.57</td>
</tr>
<tr>
<td>$\omega_2^{(0)}$</td>
<td>1</td>
<td>0</td>
<td>-0.352</td>
<td>6.776</td>
<td>22.402</td>
</tr>
<tr>
<td>$\omega_1^{(0)}$</td>
<td>1</td>
<td>0</td>
<td>-32.552</td>
<td>7.948</td>
<td>-2.936</td>
</tr>
</tbody>
</table>

D. Global fit

Finally we performed a global fit of all neutral and charged $\pi$ observables and the FESR, keeping the parameters of the isoscalar ($\omega$, $\omega_2$, and $h$) and isovector negative $G$-parity ($a_2$, $a_1$, and $\pi$) parameters fixed, but fitting the parameters of the isovector positive $G$-parity ($\rho$, $\rho_2$, and $b$) that are common to both neutral and charged $\pi$ observables. The final model compares very well to the high-energy observables, as can be seen in Fig. 14. The comparison between the low- and high-energy sides of the sum rules is presented in Fig. 15. We note that almost all moments are very well described by our final solution. The notable exceptions are $S_{1}^{(+)}$, $S_{3}^{(0)}$, and $S_{4}^{(-)}$. We indeed found that it was difficult to reproduce the zero around $t \sim -0.3$ GeV$^2$ in $S_{1}^{(+)}$ and the extremum at the same position in $S_{3}^{(0)}$. The growing behavior of $S_{4}^{(-)}$ is difficult to accommodate with a single Regge pole interpretation. We already commented on the incompatibility of a large $A_3$ component and the high-energy observables to support our approximation $A_3 = 0$ in the high-energy model. Finally the unintuitive behavior of our solution for the moment $S_{4}^{(-)}$ is the combination of two opposite tendencies: the low-energy moment increasing with $|t|$ and the charged pion differential cross section decreasing with $t$. The final parameters are listed in Table III (trajectories) and Table IV (residues). The results of our model are compared to the high-energy data in Fig. 14, and both sides of the sum rules are displayed in Fig. 15.

As expected, the $\omega$ pole trajectory $\alpha_2(t) = 0.316 + 0.897t$ is close to the standard result. The two trajectories in the $\rho$ amplitudes have similar intercepts. The “subleading” one is thus difficult to interpret as being a daughter or a cut. The origin of the second trajectory in the $\rho$ amplitudes is to provide enough freedom in the $t$ dependence to describe the FESR and the recoil and target asymmetry in $\pi^0$ photoproduction. Although a single $\rho$ pole would have been preferable, that was not enough to obtain a good fit.

The subleading $a_2$ and $\omega$ poles have an intercept of the order of the intercept of the unnatural poles. The natural and unnatural amplitudes are then expanded to the same lowest order in the energy $O(s^{0})$.

VI. CONCLUSIONS

In this paper we analyzed the structure of $\pi$ photoproduction amplitudes using the FESR. We compared the LHS of the FESR, as a function of the Mandelstam $t$, obtained from various models used in baryon spectroscopy analyses. We observed variations among the various models that could originate from different spin assignments to resonances. A different dependence on the cosine of the scattering angle in an amplitude results in a different $t$ dependence on the LHS of the FESR. Although some differences exist between the different models, we also found interesting common features. The LHS of the FESR for all 12 isospin amplitudes present at most one extremum and at most one zero for $|t| < 1$ GeV$^2$. We discussed the possible interpretation of these zeros in Regge theory. We also found that in all models, isoscalar amplitudes appear to violate factorization of Regge poles residues.

In Sec. V we built a flexible model allowing us to fit the FESR and the high-energy observables. Our solution involves the minimum Regge content in each amplitude: a leading Regge pole, whose trajectory is constrained around the expected values, and a second additional cut/daughterlike term in the natural exchange amplitudes. The latter allowed us to match the zero pattern in the LHS of the FESR and to describe the high-energy observables.

The solutions summarized in Tables III and IV can serve as a good starting point for a global fit of the experimental data in the whole energy range (from the resonances to the Regge region), together with the analyticity constraints. Once a cutoff $s_{\text{max}}$, moments $k$, and $t$ values have been chosen, it is straightforward to penalize the difference between the two sides of the sum rules in the fit. Other possibilities are to parametrize only the imaginary part of the amplitudes and to reconstruct the real part from the
dispersion relation. However, this procedure is more involved as it requires one to reconstruct the real part before building the observables. Hence, one must evaluate the integral for the $t$ value of each data point. The first method requires one to perform the integral only at predefined $t$ values and is therefore more suitable for fits to large data sets.

When extracting the properties of baryon resonances in the 2–3 GeV region, the number of relevant partial waves grows and, with them, the number of parameters in the model. The technique we developed in this paper will certainly help to constrain this growing number of parameters. The solution we presented would be a good starting point to perform a joint fit of the low- and high-energy data via the FESR, and eventually lead to a better understanding of the excited baryon spectrum. To this purpose, we made our solution available online on the JPAC website [75,76]. The user also has the possibility to vary the cutoff in the sum rules as well as the parameters of the high-energy model, and display the resulting FESR and observables.
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