Machine Learning Techniques for Improving Self-Consumption in Renewable Energy Communities
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Abstract: Renewable Energy Communities consist in an emerging decentralized market mechanism which allows local energy exchanges between end-users, bypassing the traditional wholesale/retail market structure. In that configuration, local consumers and prosumers gather in communities and can either cooperate or compete towards a common objective, such as the minimization of the electricity costs and/or the minimization of greenhouse gas emissions for instance. This paper proposes data analytics modules which aim at helping the community members to schedule the usage of their resources (generation and consumption) in order to minimize their electricity bill. A day-ahead local wind power forecasting algorithm, which relies on state-of-the-art Machine Learning techniques currently used in worldwide forecasting contests, is in that way proposed. We develop furthermore an original method to improve the performance of neural network forecasting models in presence of abnormal wind power data. A technique for computing representative profiles of the community members electricity consumption is also presented. The proposed techniques are tested and deployed operationally on a pilot Renewable Energy Community established on an Medium Voltage network in Belgium, involving 2.25 MW of wind and 18 Small and Medium Enterprises who had the possibility to freely access the results of the developed data modules by connecting to a dedicated web platform. We first show that our method for dealing with abnormal wind power data improves the forecasting accuracy by 10% in terms of Root Mean Square Error. The impact of the developed data modules on the consumption behaviour of the community members is then quantified, by analyzing the evolution of their monthly self-consumption and self-sufficiency during the pilot. No significant changes in the members behaviour, in relation with the information provided by the models, were observed in the recorded data. The pilot was however perturbed by the COVID-19 crisis which had a significant impact on the economic activity of the involved companies. We conclude by providing recommendations for the future set up of similar communities.
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1. Introduction

1.1. Context

The operation and planning of modern electric power systems face major transformations nowadays, due to the increasing share of renewable generation (e.g., wind or solar) in the electricity mix, which is uncertain by nature and tends to be deployed in a decentralized way, and to the liberalization and unbundling of the electricity supply chain which occurred in the 1990s in Europe.

The main challenge with electricity systems consists in the fact that generation and consumption must be physically equal at every instant in order to maintain system stability, since electrical energy is as for now difficult to storable at a large scale. Extreme problems of coordination must thereby be solved by modern Transmission System Operators (TSOs), which are furthermore complicated by the fact that they do not own the generation (and consumption) assets, since the liberalization of the electricity sector. The coordination is in that context performed through market platforms on which the market actors can interact. The wholesale market level allows in that way interactions between large producers, large consumers and entities known as Access Responsible Parties (ARPs) (or Balance Responsible Parties—BRPs—depending on the country), which are responsible for maintaining the balance in their portfolio (containing injection, offtakes and possibly exchanges with other ARPs/BRPs). Bilateral contracts, and power exchange platforms such as EPEX SPOT [1] in Western Europe, provide such opportunities at the wholesale level, with exchange horizons starting from years ahead to close to real time. The retail market enables on the other hand interactions between small end-users (consumers and prosumers) and electricity suppliers (through e.g., fix and varying tariff contracts), which are often themselves ARPs/BRPs.

Currently, new modes of exchange of electricity tend to emerge at the local level, which question the market structure depicted above. This is motivated firstly by the proliferation of decentralized renewable energy resources (owned by small end-users or prosumers), following the ambitious environmental targets promoted at the European and worldwide scale, for which a more efficient coordination could be achieved locally. The increasing willingness of the citizen to play an active role in the electricity supply chain is another important driving factor. The literature speaks of ‘consumer-centric electric systems’, for which the end-user is placed at the centre of the electrical energy value chain.

Some studies propose in that way to keep a centralized market structure, while adapting the wholesale markets to extend their conditions of access to small end-users [2,3]. On the other hand, fully decentralized structures relying on peer-to-peer exchanges, in which all prosumers and consumers are directly interconnected between each other for buying and selling energy services, are discussed in [4,5]. An intermediate solution promotes the grouping of local consumers/prosumers into organized communities, in which energy resources are pooled and allocated to reach a common objective. The modes of exchanges of energy inside the community may however vary depending on authors: local competitive markets are for instance established in [6,7], whereas collaboration prevails over competition in [8,9]. Peer-to-peer exchanges inside communities are also studied in [10,11].

In its directive 2018/2001 on the promotion of the use of energy from renewable sources [12], the European (EU) Commission has formalized the concept of Renewable Energy Communities (or RECs), in which end-users would be allowed to exchange renewable energy produced locally. The directive has since been transposed into decrees and legal frameworks in many countries of the European Union, e.g., in Wallonia in Belgium [13], in France [14] or in Italy [15]. The science and technology communities have in parallel launched many initiatives to study and implement pilot projects of RECs: the cVPP project [16], lead by the Technische Universiteit of Eindhoven, and the E-Cloud project [17,18], lead by ORES (one of the main Walloon Distribution System Operator or DSO) and which will further be described in Section 3, are two striking examples. The present paper focuses more particularly on the case of such RECs.
1.2. Related Work

Many challenges related to the modeling of RECs are still investigated in the literature, which mainly deal with the optimal operation (e.g., how should we allocate in day-ahead energy resources among members in a community to fulfill a given objective?) and sizing (how should we dimension renewable generation, storage, etc. in a community?) of the communities (see references [6–11] exposed above). More particularly, the multi-agent nature of the underlying optimization problems has driven an increasing attention of the researchers towards game theoretical models for studying the economic equilibria that can appear inside the communities [11,19,20]. Some authors are focusing on the other hand on regulatory aspects related to RECs: these communities consist indeed in a new market design which can play a role at the macroeconomic scale in case of a general adoption. Authors in [21] use cooperative game theory to show for instance that inadequate grid tariffs may lead to an excess adoption of the model, with a potential snowball effect.

Optimally allocating resources in day-ahead in a community requires however to be informed with accurate prospects in terms of local injections (renewable energy production) occurring in the community, with a small time granularity (e.g., quarter hourly). The role of demand (i.e., electricity consumption) response for better matching the generation, in the context of RECs and more generally in electrical power systems, is furthermore well-known and heavily investigated in the literature, through e.g., the direct control of appliances (see e.g., [22]), or appropriate ex ante recommendations on the consumption behavior of end-users, provided possibly by optimization routines driven by economic signals (see e.g., [23]).

More particularly, data analytics techniques, and especially Machine Learning, can play an important role in better anticipating the generation and demand primitives in communities. The 1 h ahead forecasts of the electricity consumption are for instance performed in [24] using neural networks, in order to support a fuzzy-logic based controller which implements the resource matching in rural communities. Authors in [25] developed a Markov Chain for forecasting a day ahead the aggregated solar generation surplus and residual load in a community comprising storage. A Long Short Term memory network is proposed in [26] to forecast in day-ahead the energy demand in a whole P2P community. Other researchers try on the other hand to avoid the complexity of forecasting models by developing online optimization methods [27,28]. Finally, some studies leverage data analytics for improving the sizing of the communities, such as [29], in which a load profile generator based on Self Organized Maps (SOMs) is proposed.

1.3. Objectives and Contributions

In this paper, we focus on the day-ahead forecasting of time series of local wind power generation in a community, whereas most of the literature studies communities with solar generation only, and on the modeling of the electricity consumption of the individual community members, whereas most of references focus on the consumption quantities aggregated at the community level. We develop data analytics modules, relying on state-of-the-art Machine Learning models, which are expected to help the community members to adapt their consumption profiles to the local renewable energy generation, thereby improving the local coordination. More particularly:

1. we develop a day-ahead local wind power forecasting model, based on the use of state-of-the-art Machine Learning models (tree-based techniques and neural network architectures) trained using a backtesting procedure commonly used in the field of time series forecasting, among the best currently used in worldwide energy forecasting contests [30],
2. we propose an original method for improving the performance of neural network forecasting models in presence of wind power abnormal data, which is quite abundant when performing localized wind power predictions,
3. rather than developing pure load forecasting models for each individual, which is a complex task requiring explanatory variables difficultly obtainable in practice (e.g., for privacy concerns), we
The paper is organized as follows. Section 2 describes the developed data analytics models, with an emphasis on local wind power forecasting in Section 2.1 and on the generation of representative electricity consumption profiles in Section 2.2. Section 3 first describes the pilot REC on which the developed modules are applied (Section 3.1), focuses then on the performance of the wind power forecasting module (Sections 3.2 and 3.3), and finally quantifies the impact of the data analytics modules on the behaviour of the community members and on the operation of the REC, by analyzing the evolution of the community self-consumption and self-sufficiency (Section 3.4).

2. Methodology

The developed data analytics modules, which aim at improving the operation of the RECs through a better coordination between local generation and consumption, are explained in the present section. More particularly, a local day-ahead wind power forecasting model, able to deal with wind power abnormal data, is presented in Section 2.1. Section 2.2 describes the generator of electricity consumption representative profiles.

2.1. Local Wind Power Forecasting

This section first describes the different Machine Learning models that are employed for the day-ahead prediction of wind power time series. An original methodology for automatically dealing with abnormal wind power data, which are abundant in the case of localized predictions (as opposed to the case of aggregate predictions made at the regional or national level), during the learning phase of neural network models, thereby improving the forecast performance, is then presented.

2.1.1. Forecasting Model

The forecasting of wind power time series is cast as a Machine Learning regression problem, a particular class of supervised learning problems for which the output is continuous. In this paper, five different models are employed and compared. We first implement two state-of-the-art neural network architectures, namely the traditional feedforward MultiLayer Perceptron or MLP [31], as well as recurrent extensions such as the LongShort Term Memory network or LSTM [32] and its bidirectional variant BLSTM [33], recently applied in the energy sector in [34,35]. We then implement two tree-based techniques, namely Random Forests or RF [36], and Gradient Boosting Decision Tree techniques or GBDT [37]. Finally, the fifth forecasting model (ENSEMBLE) is an ensemble forecast whose output is simply the average of the four previous models. The employed models represent a snapshot of current state-of-the-art Machine Learning techniques, as exemplified by their high performances in contests such as the Global Energy Forecasting Competition [30].

We focus on the day-ahead prediction of wind power, i.e., we aim at forecasting at 12:00 p.m. of day $D - 1$ the wind power for the 96 quarters of an hour of day $D$. Figure 1 depicts the overall procedure. Input features are composed of historical data (i.e., past wind power production and meteorological data such as wind speed, temperature and pressure) and of future data (in this case the publicly available day-ahead onshore wind power forecast made by the Transmission System
Operator—or TSO—at the national level). In the case of the tree-based models, i.e., RF and GBDT, one model is trained for each of the 96 quarters of an hour of day $D$, and the quarter hourly forecasts $\text{WP}_q^{\text{RF}}$ (or $\text{WP}_q^{\text{GBDT}}$, $q = 0, \ldots, 95$) are combined in a forecast vector $\text{WP}_{0-95}^{\text{RF}}$ (or $\text{WP}_{0-95}^{\text{GBDT}}$) for the whole day $D$. One single MLP model with an output layer of size 96 predicts the wind power for day $D$ $\text{WP}_{0-95}^{\text{MLP}}$, and one single unrolled BLSTM model predicts $\text{WP}_{0-95}^{\text{BLSTM}}$. Finally, the output of the ENSEMBLE model, i.e., $\text{WP}_{0-95}^{\text{Average}}$, is computed by calculating the average of $\text{WP}_{0-95}^{\text{RF}}$, $\text{WP}_{0-95}^{\text{GBDT}}$, $\text{WP}_{0-95}^{\text{MLP}}$ and $\text{WP}_{0-95}^{\text{BLSTM}}$.

![Figure 1. Wind power forecasting methodology.](image)

**2.1.2. Strategy for Dealing with Abnormal Wind Power Data**

Abnormal data—or outliers—are quite common in localized wind power data, which may have a strong impact on the performance of wind power forecasting models which are built on such data. These can be detected by analyzing the wind turbine power curve (which depicts wind power as a function of wind speed), and can be classified into four categories depending on their position with respect to the normal power curve, according to [38]: bottom curve stacked outliers (due to turbine failure, communication equipment failure, measurement terminal failure, unplanned maintenance—see zone 1 of Figure 2), mid-curve stacked outliers (caused by wind curtailment or communication issues—see zone 2 of Figure 2), top-curve stacked outliers (caused by communication error or wind speed sensor failure—see zone 3 of Figure 2) and around-curve stacked outliers (due to random factors such as signal propagation noise and extreme weather conditions—see zone 4 of Figure 2).

In this paper, we propose an original method for taking into account the presence of abnormal wind power data directly in the learning procedure of the neural network wind power forecast models, in order to improve the forecast performance. In practice (and voluntarily summarizing the process for the sake of clarity), the learning procedure for neural networks, and more generally for supervised learning models, consists in identifying the values of the model parameters $\theta$ (e.g., the weights of a neural network) minimizing a loss function $\mathcal{L}$, which quantifies how well the model fits the training data:

$$\theta^* = \arg\min_{\theta} \mathcal{L}(\hat{y} = f_{\theta}(x), y)$$ (1)

with $\hat{y}$ the output of model $f_{\theta}(x)$, $x$ the vector of input features, $y$ the target vector (i.e., the true forecast values extracted from the training set $(x_i, y_i), i = 1, \ldots, N$, with $N$ the number of samples in the training set), and $\theta^*$ the optimal parameters values. Problem (1) is solved using variants of the gradient descent algorithm, for most of supervised learning models.
In that context, the main idea of our adapted learning procedure consists in modifying the loss function $\mathcal{L}$ in order to cancel the contribution of data objects which are tagged as abnormal by an ad hoc abnormal data detection algorithm. The general procedure, depicted in Figure 3, can be described as follows in the case of a neural network model. Each time a training sample $(x_i, y_i)$ is presented at the input of the model, apply the following steps:

1. **Forward pass.** Compute $\hat{y}_i = f_{\theta}(x_i)$, i.e., an estimation of the true forecast $y_i$.

2. **Abnormal data detection.** Detect abnormal wind power data in the target vector $y_i$ using an ad-hoc data detection algorithm. Reference [38] proposes for instance a two-step algorithm, based on a combination of the changing-point grouping method and the quartile method, for automatically detecting and tagging wind power abnormal data, and that we propose to use in the present work. By doing so, a masking vector $m_i$, which contains 1 when the data are normal and 0 if the data are considered as abnormal, is created.

3. **Compute loss function.** Compute the loss function $\mathcal{L}_i$, excluding the contribution of components tagged as abnormal data. The classical $L_2$-norm is in that way modified as follows:

$$\mathcal{L}_i = \frac{1}{2} \| m_i (y_i - \hat{y}_i) \|^2_2$$  

4. **Backward pass.** Update the parameters (i.e., the weights $W = \{w_{lj}\}$ of the neural network, with $l = 1, \ldots, N_L$, $i = 1, \ldots, n_{l-1}$, $j = 1, \ldots, n_l$, and with $N_L$ the number of layers in the neural network and $n_l$ the number of neurons in layer $l$) according to standard backpropagation formula.

Figure 3. Strategy for training neural networks in presence of wind power abnormal data.
2.2. Electricity Consumption Representative Profiles

Forecasting in day-ahead the electricity consumption of individual companies with the required time granularity (quarter hourly in the present case) is a complex task. The consumption of companies in different branches shows indeed a high variance, as exemplified in [39]. An accurate forecast would require therefore explanatory variables which precisely describe the economic activity of the company, and which are therefore difficultly obtainable in practice, mainly for privacy reasons. In that context, researchers tend to aggregate the electricity consumption at an appropriate level before performing the forecasting task (see e.g., [26,34]), or focus on longer time spans (such as [39] in which the authors predict the annual electricity consumption of enterprises).

In this paper, instead of developing pure forecasting models for each company of the community, we propose a method for generating representative electricity consumption profiles for each member, which is solely based on their past consumption data. The method is inspired by [40] and adapted to the present context.

In the following, we assume that a dataset \( X \) of daily profiles of electricity consumption, sampled at a quarter hourly rate, is available for each member. Each data object \( x_i \) is therefore a 96-dimensional vector \( (4 \times 24) \). The procedure is explained below for one community member.

1. Data preprocessing. We firstly remove from the original dataset data objects with missing data.
2. Segmentation of the full dataset according to calendar information. For each community member, we segment the available dataset of quarter hourly electricity consumption according to seasons (spring, ..., winter) and days (Monday, ..., Sunday). By doing so, 28 datasets are generated for each member (7 days in one week times 4 seasons). Official off-days are pooled in a separate dataset, so that 29 datasets \( (= 28 + 1) \) are finally created for each community member.
3. Computing representative profiles for each dataset. Then, a representative profile (or prototype) is calculated for each of the 29 datasets of each client. The medoid \( \mu \) of each dataset, i.e., the data object for which the sum of distances to all other objects is minimized, is in that way computed:

\[
\mu = \arg \min_{y \in X} \sum_{i=1}^{N} d(y, x_i) \quad i = 1, \ldots, N
\]

with \( X = \{x_1, x_2, \ldots, x_N\} \) a dataset of \( N \) consumption profiles, and \( d(., .) \) a distance function between two data objects. We use a Dynamic Time Warping (DTW) distance in this work, which is a distance originally developed in the field of speech processing [41] but is now generally employed when comparing time series, and more particularly in shape-based time series clustering [42].
4. Generate consumption profiles between two pre-specified dates. Finally, electricity consumption profiles between day \( d \) and day \( d' \) are created by 1. generating the sequence of dates between \( d \) and \( d' \) and 2. assigning to each date the corresponding medoid (winter Monday profile, summer Tuesday profile, off-day profile, etc.).

3. Use Case and Results

The data analytics modules described in Section 2 are applied in this section on a pilot REC established in Belgium in the framework of the E-Cloud project [17]. We begin by describing the selected use-case (Section 3.1), focus then on the performance of the wind power forecasting module (Sections 3.2 and 3.3), and finally quantify the impact of the data analytics modules on the behaviour of the community members and on the operation of the REC, by analyzing the evolution of the members self-consumption and self-sufficiency (Section 3.4).
3.1. Use Case Description

The E-Cloud project [17,18], led by ORES (one of the main Walloon DSOs) in collaboration with local private and public entities (Luminus, IDETA, Siemens, DAPESCO, N-Side and the University of Mons-UMONS-), established a pilot REC in Tournai (Belgium), on an industrial area connected to the Medium Voltage electricity distribution network.

The REC involved 18 members (mainly Small or Medium Enterprises or SMEs) and included 18 MW of wind power generation (of which a portion of only 2.25 MW was allocated to the community, the rest was sold through traditional market processes and was therefore out of the scope of the present work), as well as 70 kW of peak photovoltaic generation, owned by third-party investors (the community itself could however own the generation assets, which will be studied in future works). A temporary derogation was granted by the regional Walloon regulator (‘Commission Wallonne Pour l’Energie’, or CWAPE) in order to apply a tailored pricing scheme inside the community; in that way, community members were allowed to purchase, at an advantageous price, (part of) their electricity consumption directly to the local renewable generation when it was available, bypassing the traditional wholesale-retail market structure and favouring local consumption of the local available generation. A distribution key calculated a priori [18] specified the portion of local renewable energy allocated to each community member every quarter of an hour. For the consumption not covered by the local generation, members were free to establish contracts with suppliers in the classical retail market. In the E-Cloud project, thanks to the data analytics modules presented in this paper, community members were furthermore informed in day-ahead of the prospects in terms of renewable energy production, as well as of their own typical electricity consumption profiles at the concerned time of year. They were in that way incentivized to adapt their consumption to local generation via the preferential tariff which was applied in the community.

The project preparatory phase started in 2017, and the pilot was effectively deployed in Tournai, applying the pricing derogation granted by the regulator, from July 2019 to June 2020. During the pilot life, approximately 7500 MW h were produced by local generation, of which 56% have been consumed locally. The total consumption of the 18 involved companies during the full year of the pilot can be observed on Table 1.

<table>
<thead>
<tr>
<th>Member</th>
<th>Total Cons. [MW h]</th>
<th>Member</th>
<th>Total Cons. [MW h]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.07</td>
<td>10</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>1.01</td>
<td>11</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>2.29</td>
<td>12</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>0.76</td>
<td>13</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.073</td>
<td>14</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>0.44</td>
<td>15</td>
<td>0.2</td>
</tr>
<tr>
<td>7</td>
<td>1.89</td>
<td>16</td>
<td>0.14</td>
</tr>
<tr>
<td>8</td>
<td>0.49</td>
<td>17</td>
<td>0.41</td>
</tr>
<tr>
<td>9</td>
<td>0.27</td>
<td>18</td>
<td>0.02</td>
</tr>
</tbody>
</table>

3.2. Dealing with Wind Power Abnormal Data

We first demonstrated the efficiency of the original procedure proposed in Section 2.1.2 for dealing with abnormal wind power data in the training of neural network based forecast models. To that end, we leveraged a dataset made available in the framework of the E-Cloud project, consisting of approximately 1.4 years (January 2018–May 2019) of:

- historical wind power data for the wind farm installed in Tournai, sampled at a quarter hourly scale,
- historical meteorological data (wind speed, atmospheric pressure, temperature), sampled at a quarter hourly scale,
onshore wind power forecasts at the national level, made available publicly by the Belgian Transmission System Operator (TSO) Elia [43] with the objective to benefit market participants and improve the electricity market outcomes [44], sampled at a quarter hourly scale.

The abnormal data detection algorithm [38] presented in Section 2.1.2 was first applied on the farm level wind power curve created using wind power and wind speed data. The outcome of the procedure is depicted in Figure 4, where green circles refer to normal data, and red crosses (blue stars) correspond to abnormal data detected by the quartile method (change point method respectively).

The abnormal data points were employed to create masking vectors $m_i$, which were involved in the modified learning procedure of the wind power neural network forecasting models. A 96-output MultiLayer Perceptron (MLP) which aimed at performing a day-ahead wind power forecast was in that way trained on the dataset depicted above, according to the procedure of Figure 3. More precisely, in accordance with standard text books in Machine Learning [31], a backtesting procedure based on cross-validation and which respected the temporal order of observations, which is common in the field of time series prediction, was performed by decomposing the 1.4 years dataset into three sets: a 13-month training set (January 2018–February 2019) which was used for estimating the model parameters (e.g., the weights of the neural networks, etc.), a 1-month validation set (March 2019) which was employed for tuning model hyperparameters (such as e.g., the number of neurons per layer and the number of layers in neural networks, etc.) and prevent overfitting, as well as a 2-month test set (April–May 2019), for evaluating the model performances on new data that had not been seen previously by the model.

The Python libraries Keras [45] and TensorFlow [46] were employed for implementing and training the neural networks. The Adam optimization algorithm [47], a state-of-the-art variant of stochastic gradient descent, was selected as the training algorithm for estimating the neural network weights. The Tree-structured Parzen Estimator (TPE) approach [48] was employed for optimizing the hyperparameters of the neural network (i.e., the number of hidden layers, the number of neurons in each layer, the size of the input feature vector, etc.), with the help of the Hyperopt Python library [49], which led to an MLP architecture with one hidden layer, 32 neurons, and an input layer including 12 past time steps for the wind power, seven past time steps for the wind speed and the atmospheric pressure, and 31 past time steps for the temperature.

![Figure 4. Abnormal wind power data filtering on the E-Cloud data, according to the procedure exposed in [38]. Normal points are tagged with green circles, and abnormal points are tagged with blue stars (red crosses) if they have been identified using the change point method (quartile method).](image-url)
We then compared the performance of the trained neural network in two different configurations, i.e., when masking the contribution of wind power abnormal data during training according to the procedure exposed in Section 2.1.2 (‘MLP with mask’), and without applying any masking effect (‘MLP without mask’). To that end, we trained 100 neural networks with the best architecture found above, and computed the Root Mean Square Error (RMSE) obtained on the test set by comparing the forecast and the true value of wind power generation. The Adam training algorithm was indeed a stochastic algorithm, which aimed at minimizing a highly non convex cost function, and which thereby ended up in local minima which varied according to different initial conditions, training parameter values, etc. [47]. The average of the RMSEs, as well as the standard deviation, the min and max values of the RMSE, are depicted in Table 2, for the two approaches (with and without mask). It is shown that the masking of wind power abnormal data was able to decrease the average RMSE by approximately 10%, which confirms the interest and efficiency of the proposed methodology.

Table 2. Strategy for dealing with wind power abnormal data: forecasting performance of the trained MultiLayer Perceptron (MLPs) with and without the proposed mask.

<table>
<thead>
<tr>
<th></th>
<th>MLP without Mask</th>
<th>MLP with Mask</th>
</tr>
</thead>
<tbody>
<tr>
<td>µRMSE [kW]</td>
<td>2634.8</td>
<td>2436.2</td>
</tr>
<tr>
<td>σRMSE [kW]</td>
<td>98.7</td>
<td>58.8</td>
</tr>
<tr>
<td>max RMSE [kW]</td>
<td>2892.9</td>
<td>2621.5</td>
</tr>
<tr>
<td>min RMSE [kW]</td>
<td>2414.9</td>
<td>2337.7</td>
</tr>
</tbody>
</table>

3.3. Forecasting Performance

The performance of the five day-ahead wind power forecasting models described in Section 2.1.1 is studied in this section. The neural networks models were implemented in Keras [45], using the original training procedure presented in the previous section, and the tree-based models (RF and GBDT) were implemented in Python using the Scikitlearn library [50]. The output of the ENSEMBLE model was simply coded in Python by computing the average of the outputs of the four other models. The same dataset and input features than the previous section were employed, and cross-validation was also performed for the training-evaluation procedure. Figure 5 depicts the wind power forecast obtained with the ENSEMBLE model (in red) as a function of time, as well as the actual wind power generation (in black), for a random day of the test set. One can observe that, even if the forecast error remained clearly visible, the model was most of the time able to correctly capture the time of day when the peak of wind power generation occurred, which is fundamental information for the community members for scheduling their consumption for the upcoming day.

Table 3 shows the RMSE of the five developed forecast models. We observed that the RF model was the individual model which provided the smallest forecast error in this particular application, and that the ENSEMBLE model (which was simply built by taking the average of the four other models), was still able to slightly improve the accuracy. The ENSEMBLE model was therefore selected for the operational deployment described in Section 3.4.

Table 3. Forecasting performance in terms of Root Mean Square Error (RMSE), for the five local day-ahead wind power forecast models (Random Forest—RF, Gradient Boosting Decision Tree—GBDT, MultiLayer Perceptron—MLP, Bi-LSTM—BLSTM, and ENSEMBLE.

<table>
<thead>
<tr>
<th></th>
<th>RF</th>
<th>GBDT</th>
<th>MLP</th>
<th>Bi-LSTM</th>
<th>Ensemble (Average)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE [kW]</td>
<td>2347</td>
<td>2387</td>
<td>2338</td>
<td>2389</td>
<td>2327</td>
</tr>
</tbody>
</table>
3.4. Impact on the Consumption Behaviour of the Renewable Energy Community Members

The two data analytics modules developed in this work were deployed operationally in the E-Cloud pilot using Mindsphere [51], a cloud-based open IoT operating system developed by Siemens. Each member of the pilot community received a personal access that he used to freely connect to a dedicated web platform using his personal computer, on his own initiative. Each member was in that way able to consult general data such as his own monthly self-consumption or self-sufficiency (see definitions below), as well as the same quantities for the whole community. It is important to mention that personal data from the other community members was hidden, for the sake of privacy. As explained in the previous sections, a common (i.e., the same for each member) day-ahead renewable generation forecast under the form of a quarter hourly time series, which was refreshed every day at 12 pm, was also made available to each member, using the methodology of Section 2.1. Each member was also able to consult a typical consumption profile for the upcoming day, representative of his past consumption at the considered time of year, according to the procedure exposed in Section 2.2. Given the preferential tariff that was in application in the community for the purchase of energy which was locally produced, we expected that the members would take advantage of the information provided by the data modules, on their own initiative, in order to adapt their consumption profiles to local generation, thereby decreasing their energy bill.

The modules became effectively operational from April 2020 to June 2020. A downscaled version of the regional solar forecast made available publicly by the TSO Elia [43] was employed for the 70 kW of solar generation installed in the community, since the absence of metered solar data in the pilot prevented the training of a local solar forecast model. The amount of installed wind generation—1.8MW—was however 20 times higher than installed PV power, which mitigated the necessity to have a very accurate solar forecasting module in this particular case.

We show the impact of the data analytics modules on the behaviour of the community members by computing the monthly self-consumption of members, i.e., the ratio between the member self-consumed energy (i.e., the member electrical energy consumption covered by the local energy which was put at his disposal) and the local energy which was put at his disposal (i.e., the portion of local generation that was allocated to him, according to predefined distribution keys mentioned in Section 3.1), during one month. This first index quantified to what extent the community generation tended to be consumed locally, where it has been produced: a self-consumption of 100% for a member meant for instance that he had consumed all the local renewable generation that was allocated to him.
for the considered month. The monthly self-consumption \( SC_{i,m} \) of member \( i \) during month \( m \) was in that way expressed as follows:

\[
SC_{i,m} = \frac{E_{self,i,m}}{\eta_i E_{gen,m}}, \forall i \in I, m \in M, \tag{4}
\]

with \( E_{gen,m} \) the total energy generated locally in the community during month \( m \), \( \eta_i \) the fraction of that energy that is allocated to member \( i \) (constant during the whole pilot), \( E_{self,i,m} \) the energy consumed by member \( i \) during month \( m \) that was covered by \( \eta_i E_{gen,m} \), and \( I (M) \) the set of community members \( i \) (respectively considered months \( m \)). It should be noted that if renewable energy was allocated to a member who did not consume it entirely, the corresponding excess of energy was not counted in the numerator of (4).

Similarly, we computed the monthly self-sufficiency of members, i.e., the ratio between the member electrical energy consumption covered by the local generation that was allocated to him and the total energy consumed by the member, again during 1 month. This index shows what part of his electricity consumption the member consumed from local resources, and by extension what part he had to purchase on the traditional retail market: a self-sufficiency of 100% means that the member was able to cover all its consumption with the local generation that was allocated to him during the considered month. Self-sufficiency of member \( i \) during month \( m \) is in that way computed as follows:

\[
SS_{i,m} = \frac{E_{self,i,m}}{E_{cons,i,m}}, \forall i \in I, m \in M, \tag{5}
\]

with \( E_{cons,i,m} \) the total energy consumed by member \( i \) during month \( m \).

The left part of Figure 6 shows the monthly self-consumption of the 18 community members during the pilot duration, i.e., from July 2019 to June 2020. It is first very important to note that the data analytics module were effectively deployed on-site in April 2020, one month after the generalized lockdown that occurred in Belgium as a consequence of the COVID-19 crisis. The economic activity of the 18 companies involved in the community suffered in that context from a drastic reduction, which has been materialized by a significant drop of their electricity consumption, while the generation remained unchanged compared to the pre-COVID situation. This explains in the authors opinion why the self-consumption of almost all members significantly decreased starting from March 2020 to May 2020, with a progressive increase in May and June 2020, in line with the progressive removal of lockdown measures that occured in mid-May 2020 in Belgium. This effect masked unfortunately the possible positive impact of the data analytics modules on the behaviour of the community members.

The right part of Figure 6 depicts the monthly self-sufficiency of each member during the pilot duration, which should be a priori less impacted by the COVID-19 crisis since it is a ratio between two consumptions, namely the member consumption covered by local resources and the member total consumption, which are both expected to decrease in the COVID-19 situation. We observed a global increasing trend in the self-sufficiency of the community members from March to June 2020. It was however not possible to entirely attribute this positive effect to the operational availability of the developed data modules: the effect of the COVID-19 crisis on the trends in self-sufficiency could not be completely discarded, since changes in economic activity may have modified the shape of the daily consumption patterns (due to the temporary suspension of some industrial processes, etc.), which can impact the self-sufficiency as likely. Furthermore, the global increase in terms of self-sufficiency may also be attributed to a yearly seasonal effect, which is possible considering the values in July 2019, at the beginning of the pilot. The time span covered by the pilot, i.e., one year according to the special derogation granted by the Walloon regulator (CWAPE), is however not sufficient to discard or confirm that hypothesis.
Finally, we show in Table 4 the relative change in terms of self-sufficiency for each member between July 2019 and June 2020, in percent. We expect in that way to compare consumer habits at almost one year interval, which can be a better indicator of possible changes in consumption patterns. For 11 out of the 18 members, it appeared that the self-sufficiency decreased, whereas it increased for six members. Again, no significant impact of the data modules on the consumption behaviour was observed (to be more conclusive, July 2020 should have been compared with July 2019, but the pilot was scheduled to end in June 2020 as explained above). The effect of the COVID-19 crisis in June 2020 could not be completely discarded as well, since the economic activity in Belgium had not recovered its pre-COVID intensity in July 2020 yet, at the time of writing.

Table 4. Change $\epsilon_{SS}$ in self-sufficiency between July 2019 and June 2020 for each community member, in percent.

<table>
<thead>
<tr>
<th>Member</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
<th>17</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_{SS}$ [%]</td>
<td>-10</td>
<td>-2</td>
<td>-5</td>
<td>-2</td>
<td>0.5</td>
<td>-12</td>
<td>-8</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>-0.8</td>
<td>1.5</td>
<td>-9.8</td>
<td>0.4</td>
<td>-3.7</td>
<td>NA</td>
<td>-3</td>
<td>4.5</td>
</tr>
</tbody>
</table>

4. Conclusions and Perspectives

This work proposed energy analytics tools to inform the members of Renewable Energy Communities (RECs) of the day-ahead prospects in terms of local renewable energy generation, as well as in terms of electricity consumption profiles which are representative of the members behaviour at the considered time of the year. By doing so, the members were expected to adapt their own consumption patterns to local generation, in order to benefit of advantageous energy pricing mechanisms which prevail in a community.

A localized day-ahead wind power forecasting tool, based on state-of-the-art Machine Learning algorithms, has been developed in that way. The ENSEMBLE model, whose output is computed as the average of the outputs of four other Machine Learning models (Random Forests, Gradient Boosting Decision Trees, a MultiLayer Perceptron and a Bi-directional LSTM) has shown the best forecasting performance on the E-Cloud pilot project data. Forecasting accuracy has been further improved by automatically detecting wind power abnormal data samples and by adapting the training procedure accordingly. A procedure for generating representative electricity consumption profiles of the community members, relying on Dynamic Time Warping (a state-of-the-art Machine Learning distance employed when comparing time series), has further been implemented.
The data modules have been deployed on-site in the framework of the E-Cloud pilot project, on a REC connected to the existing Medium Voltage distribution grid in an industrial area in Belgium, and composed by 18 members (mainly Small and Medium Enterprises or SMEs) and by local generation (mainly wind power). The information provided by the data modules was freely available to the community members by connecting to a dedicated web platform on their own initiative. Global quantities, such as the monthly self-sufficiency and self-consumption of the community members, have been computed to quantify the impact of the data modules on the consumption behaviour of the community members. We were not able however to highlight significant changes in the consumer habits. It is worth mentioning though that the general lockdown that occurred in Belgium in March 2020 due to the COVID-19 crisis significantly affected the results, especially knowing that the data modules became operational for the first time in April 2020, during lockdown. Yearly seasonal effects were furthermore observed in the self-sufficiency patterns, which further masked the potential benefits of the deployed data modules. We recommend therefore to extend in accordance with the local regulator the duration of similar REC pilots to more than one year, in order to better understand these yearly seasonal effects, and to better quantify the impact on the members consumption behaviour. Furthermore, we strongly encourage researchers and industrials that will implement similar pilot RECs in the future to establish a system for monitoring the usage of the displayed information by the community members (for instance by recording the number of connections to the dedicated web platform), in order to quantify and possibly stimulate their interest in the provided tools.

As a first perspective, we intend to deploy a pilot REC for a longer time span, with an active monitoring of the members interest in the available tools, in order to confirm/infirm the hypotheses raised in this work. This is however a slow process, since temporary derogations by the local regulator are mandatory currently in Belgium for applying a community-based pricing scheme. We further aim at building another pilot REC in a residential area, in order to analyze the behaviour of domestic consumers. We finally intend to improve the accuracy of the wind power forecasting module by using turbine-level data in the model definition, and by adapting the learning procedure of tree-based algorithms to the presence of wind power abnormal data. We also intend to focus our research effort on the correct prediction of peaks of generation, since the community benefits are optimized when members shift their consumption to generation peak times, and on the recalibration of the wind power forecasting models in the flavour of [52].
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