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Abstract

Combining photovoltaic arrays with batteries, heat pumps and thermal storage further decarbonizes the heating sector. When evaluating the performance of such systems, the parameters are either fixed, or based on generic ranges, or characterized by precise distributions inferred from limited information. These assumptions result in suboptimal designs, for which the actual performance differs drastically from simulations. To address these limitations, we consider the effects of limited information (epistemic uncertainty) on the natural variability (aleatory uncertainty) through probability-boxes. First, we performed a robust design optimization on the natural variability of the levelized cost of exergy, followed by a sensitivity analysis on the effects of limited information on the optimized designs. This paper provides the least-sensitive designs to natural variability and effective actions to reduce the effects of limited information. The results indicate that a photovoltaic-battery-heat pump configuration achieves higher robustness towards aleatory uncertainty than a photovoltaic-battery-gas boiler configuration. To determine the true-but-unknown performance and ro-
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bustness of the optimized designs, clarifying the grid electricity contract and adopting specific energy demand profiles are the main actions, while considering generic technology models contributes little to the epistemic uncertainty.
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1. Introduction

Distributed solar PhotoVoltaic (PV) capacity is expected to nearly triple its capacity growth between 2019 and 2024 (406 GW) as opposed to 2012-2018 (142 GW) \[1\]. To handle the intermittent PV energy supply, this growth of distributed PV capacity appeals for improved power system flexibility [2]. Among others, the market expansion of electrical energy storage [3] and thermal energy storage [4] enables greater power system flexibility. To illustrate, Murugan et al. [5] reviewed polygeneration systems that combine power and heating with other energy streams, such as cooling and synthetic fuels. Kyriakarakos et al. [6] evaluated a PV capacity in a polygeneration microgrid with a bank of batteries, a hydrogen-based energy system and a reverse osmosis desalination unit. Rad et al. [7] integrated a PV capacity in a hybrid power system with wind turbines, a biogas generator and a fuel cell. In the residential sector, battery technology provides a flexible, adequate technology for short-term (i.e. days) electrical energy storage to improve PV self-consumption [8]. In addition to battery energy storage, including heat pumps and thermal storage to cover the heat demand further improves the PV self-consumption and entails the coupling of the electricity sector and heating sector [9] [10], which is anticipated to further decarbonize the heating sector [3]. Several studies evaluated the feasibility of a PV-battery-heat pump system in the residential sector [11]. Klinger evaluated the PV and battery market potential in combination with heat pumps and electric vehicles and concluded that households benefit from such a self-consuming system [12]. Angenendt et al. [13] evaluated the profitability of the participation of a residential PV-battery-heat pump system in the frequency
control reserve market. Despite the increased battery ageing, this approach was proven profitable following the ability to convert negative control reserve power
into residential heating. Angenendt et al. [14] evaluated the sizing of a PV array, bank of batteries, heat pump and thermal storage for a household under different operating strategies and concluded that small-scale energy storage is economically beneficial.

In such design and feasibility studies, several techno-economic parameters determine the performance of a PV-battery-heat pump configuration. These parameters are often assumed deterministic and therefore correspond to a specific scenario. However, the system performance is affected by uncertainty, e.g. through variable market conditions, occupant behaviour on energy consumption and interannual variability of solar irradiance. Consequently, this uncertainty should be considered in design and feasibility studies to shape the stochastic space under which decisions should be taken [15]. In the rare case of considering uncertainty in renewable energy system optimization [16], the uncertainties were characterized through precise distributions [17] or generic ranges [18]. Wakui et al. [19] considered multiple forecasting scenarios on the model parameters in a combined two-stage stochastic schedule programming and rule-based control on a residential PV-battery-heat pump system, which proves beneficial over a deterministic alternative by taking advantage of historical PV output, by using PV output for the heat pump during daytime and by battery discharging during high grid electricity prices. However, the construction of such precise probability distributions is ambiguous for some variables due to limited knowledge, resulting in biased conclusions from the stochastic performance analysis [20].

To characterize the uncertainty on a parameter for which the precise distribution is inferred from limited information, imprecise probabilities are considered [21]. In imprecise probability theory, the uncertainty following from limited knowledge (i.e. epistemic uncertainty) and the uncertainty from natural variation (i.e. aleatory uncertainty) are categorized separately [22]. As knowledge or the amount of data can be improved, epistemic uncertainty is considered reducible (e.g. specifying the PV type as opposed to a generic model). Aleatory uncertainty represents the natural variability of the parameter and is there-
fore irreducible (e.g. future natural gas price). In an energy system framework, Moret et al. [23] provided a clear description of the epistemic and aleatory uncertainty on energy system parameters. Among the imprecise probability characterization methods, parametric probability boxes (p-boxes) provide an intuitive representation of mixed epistemic and aleatory uncertainty on model parameters [20].

Characterizing the uncertainty on the parameters at the model input with probability boxes complicates the uncertainty propagation. While for precise distributions, Uncertainty Quantification (UQ) methods are well-established (e.g. Monte Carlo Simulation [24], Gaussian Process Regression [25] and Polynomial Chaos Expansion (PCE) [26]), UQ applications in an imprecise probability context are rare and often rely on a computationally expensive (i.e. > $10^6$ evaluations) nested Monte Carlo Simulation [27]. Recently, Schöbi et al. [27] proposed an augmented PCE which enables to propagate probability boxes and quantify the Sobol’ indices (i.e. global sensitivity indices) in a computationally efficient manner.

Once the stochastic performance of a system is determined, the stochastic moments can be used as design optimization objectives. In Robust Design Optimization (RDO) with precise probabilities, the standard deviation is minimized to provide designs least-sensitive to its random environment [28]. A typical RDO case study is the optimization of the node displacement through the design of the cross-sectional areas of a four-bar truss [29]. The design with the optimized displacement mean of 3.84 mm is subject to a displacement standard deviation of 0.40 mm, while the robust design achieves a displacement mean of 3.97 mm and a displacement standard deviation of 0.18 mm. This alternative robust design is beneficial, as the design is significantly less sensitive to the random environment, while the increase in displacement mean is limited. Several applications exist of RDO on energy systems. De Paepe et al. [30] provided a robust design for a micro gas turbine by minimizing the relative standard deviation of the electrical efficiency and power output. Despite that the micro gas turbine is rather insensitive to the technical uncertainties, the robustness can be
improved by reducing the rotational speed and operating near the turbine outlet temperature upper limit. The authors of this paper performed RDO on the levelized cost of electricity of a PV-battery-hydrogen system [31]. The results illustrate that considering a photovoltaic array without energy storage results in the optimized levelized cost of electricity mean, while considering battery storage and hydrogen storage improves the robustness. In an imprecise probability framework, stochastic optimization applications are scarce [32]. Xie et al. [33] performed an RDO by considering the standard deviation of the upper-limit Cumulative Density Function (CDF), to guarantee safe operation.

This paper provides the optimized stochastic designs (including the robust design) and effective actions to reduce the effects of limited information on the Levelized Cost Of eXergy (LCOX) for a residential PV-battery-heat pump system. By characterizing the effects of limited information (epistemic uncertainty) and natural variability (aleatory uncertainty) through probability-boxes, the work addresses the limitation of using deterministic parameters or scenarios, which can lead to biased designs and unwarranted actions to reduce performance variation. Thereafter, we aimed at minimizing the effect of aleatory uncertainty on the LCOX through a surrogate-assisted RDO. Hence, this approach determines the designs least-sensitive towards the irreducible aleatory uncertainty. Finally, we performed a global sensitivity analysis on the optimized designs to quantify the significance of epistemic uncertainty on the predicted performance and robustness of the optimized designs, followed by guidelines to reduce the epistemic uncertainty effectively.

In this paper, the system model, uncertainty characterization and RDO method are described in section 2. The optimized designs and the global sensitivity analysis are presented in section 3. The conclusion and main messages of the work are summarized in section 4.
2. Method

In this section, the system is described and the optimization criteria are introduced. Thereafter, the uncertainty characterization through precise and imprecise probabilities is illustrated, followed by the UQ method that propagates the uncertainties and quantifies the statistical moments and Sobol’ indices. The section concludes with the surrogate-assisted RDO structure.

2.1. System model

In this work, we consider a grid-connected dwelling in Brussels, Belgium. The climate data for Brussels and the electricity and heat demand for the household are discussed in subsection 2.2. This household is supported by a PV array, which is primarily used to cover the electricity demand of the household (i.e. electric appliances, lighting and cooking). To cover the heat demand of the dwelling (i.e. Space Heating (SH) and Domestic Hot Water (DHW)), we consider two different technologies: a gas boiler, sized to cover the entire heat demand and connected to the natural gas grid (Figure 1), and an Air-Source Heat Pump (ASHP), connected to a thermal storage tank with an electric heater (Figure 2). The communication between the components and the monitoring of the energy system is performed by a programmable logic controller [34].

In both systems, PV electricity is used to cover the electricity demand. When excess PV electricity is available, the electricity is stored in the bank of batteries when considering the gas boiler, while the PV excess electricity is used to power the ASHP before storing the electricity in the bank of batteries in the PV-battery-ASHP configuration. Inversely, when the electricity demand exceeds the PV electricity, the bank of batteries is called upon first, followed by the grid whenever necessary.

To cover the DHW and SH demand, heat is supplied either by the gas boiler at an efficiency of 90% [35] or extracted from the thermal storage tank. When the stored thermal energy is insufficient, the ASHP is used to comply with the remaining heat demand. If the PV excess electricity is insufficient to
run the ASHP, two power management strategies are considered to cover the remaining required electricity for the ASHP. In the first strategy, electricity from the grid is adopted (i.e. PV-battery-ASHP without battery support). Hence, the stored excess of PV electricity in the battery is only used to cover the electricity demand, which is considered high-quality energy. In the second strategy, the electricity stored in the battery is used to run the ASHP, before covering the electricity demand (i.e. PV-battery-ASHP with battery support). This strategy enables to run the ASHP with renewable electricity when the solar irradiance is insufficient (e.g. at night) and therefore reduces the grid electricity consumption. In both power management strategies, a grid-powered, back-up electric heater is considered with a fixed 99% efficiency \[36\]. The back-up electric heater is deployed to support the ASHP and thermal storage capacity to cover demand peaks \[37\], which ensures thermal comfort in the household.

2.1.1. Photovoltaic array

To model the PV array performance, we imported the open-source PVlib Python package \[38\]. The PVlib package is validated with experimental data and with results from existing commercial software \[39\]. The single-diode model
Figure 2: The photovoltaic-battery-heat pump system consists of a photovoltaic array that primarily complies with electricity demand. Excess photovoltaic electricity is used to power the heat pump, which is used to heat the water in the thermal storage tank to comply with the domestic hot water and space heating demand. The grid is used as a back-up power generator to comply with electricity demand, to run the heat pump and to supply the electric heater.

provides the PV current and voltage:

\[
I_{PV} = I_L - I_0 \left( \exp \left( \frac{U + IR_s}{n_{diode}N_sU_{th}} \right) - 1 \right) - \frac{U + IR_s}{R_{sh}}. \tag{1}
\]

In this model, the parameters are determined based on manufacturer data, through the method developed by De Soto et al. [40]. The manufacturer data is adopted from a typical monocrystalline silicon PV panel (Sunpower SPR X-19-240-BLK, 240 W nominal power, 5\% power tolerance, 42.8 V rated voltage, 5.61 A rated current, 50.6 V open-circuit voltage and 5.98 A short-circuit current) [41]. The resulting current-voltage characteristic provides the power output in function of the solar irradiance and ambient temperature. As the PV array is connected to a DC-DC converter with Maximum Power Point Tracking, the maximum power point is assumed as the operating point at each time step. At this maximum power point, the efficiency of the PV technology is approximately 19.3\% in a typical solar irradiance range of 250 W/m² - 1000 W/m², with a maximum efficiency of 19.4\% near a solar irradiance of 580 W/m² [Figure 3].
The energy efficiency of the considered photovoltaic technology in function of the solar irradiance illustrates that the efficiency is near 19.3% in a typical solar irradiance range of 250 W/m² - 1000 W/m².

2.1.2. Bank of batteries

To simulate the battery electricity storage, the widespread and mature lead-acid battery technology is adopted [42]. Alternatively, lithium-ion batteries promise higher power, energy density and a significant market share in the future. However, the installation experience and availability are limited [42]. Moreover, in the context of this work, the larger uncertainty on cost and operation is a significant drawback as opposed to the well-defined lead-acid battery technology [43].

The voltage-current characteristic of lead-acid battery technology is adopted from the experimentally-validated model of Blaifi et al. [44]:

\[ U_{\text{bat}} = U_{\text{bat,oc}} + I_{\text{bat}} R_{\text{bat}}, \]

where the battery current \( I_{\text{bat}} \) is positive during charge and negative during discharge. The resistance component \( R_{\text{bat}} \) determines the voltage evolution after charging and discharging and depends, among others, on temperature, current magnitude and capacity [44]. The charge and discharge voltage are
quantified as follows:

\[
U_{\text{ch}} = (2.085 - 0.12 (1 - \text{SOC})) - \frac{I}{C_{\text{nom}}} \left( \frac{4}{1 + I^{1.3}} + \frac{0.27}{\text{SOC}^{1.5}} + 0.02 \right) (1 - 0.007 \Delta T),
\]

(3)

\[
U_{\text{dch}} = (2 - 0.16 \text{SOC}) + \frac{I}{C_{\text{nom}}} \left( \frac{6}{1 + I^{0.86}} + \frac{0.48}{(1 - \text{SOC})^{1.2}} + 0.036 \right) (1 - 0.025 \Delta T).
\]

(4)

While the nominal capacity is fixed, the instantaneous capacity (i.e. the amount of useful charge) depends on the operating temperature and the discharged current:

\[
C = \frac{1.67 C_{\text{nom}}}{1 + 0.67 \left( \frac{I}{I_{\text{nom}}} \right)^{0.9}} (1 + 0.005 \Delta T).
\]

(5)

The State Of Charge (SOC) represents the relative amount of electricity stored:

\[
\text{SOC}(t) = \text{SOC}_0 + \frac{1}{C(t)} \int_{0}^{t} \eta_{\text{bat}}(t) I(t) \, dt,
\]

(6)

for which the minimum SOC is assumed at 20% [43, 45]. Additional technical characteristics are described by Blaifi et al. [44]. The SOC determines the Depth Of Discharge (\(= 1 - \text{SOC}\)), which affects the battery lifetime in addition to the charge current, discharge current, overcharging and over-discharging. Considering these parameters, the battery lifetime is determined through the Rainflow cycles counting method [46]. However, to avoid excessive reduction of the battery lifetime during system operation, overcharging and over-discharging are avoided and the maximum charge current and maximum discharge current are limited to \(C_{\text{nom}}/10\) and \(C_{\text{nom}}/3.3\), respectively [47].

2.1.3. Air Source Heat Pump

The heat pump is an air-to-water, on/off-controlled heat pump, which uses ambient air as a heat source and R410A as a working fluid. The heat pump
is modelled following a refrigeration cycle, in which pressure losses, evaporator superheating and condensing subcooling are neglected [48]. A pinch temperature $T_{\text{pinch}}$ of 5 K is selected, which results in the following condensing temperature $T_c$ and evaporation temperature $T_e$:  

$$T_c = T_w + T_{\text{pinch}}, \quad (7)$$

$$T_e = T_{\text{amb}} - T_{\text{pinch}}. \quad (8)$$

To reach the condensing temperature after evaporation, the air is compressed in a compressor unit. As the compressor inlet pressure depends on the ambient temperature, the compression ratio is variable during the ASHP system lifetime. To determine the effect of the variable compression ratio on the compression isentropic efficiency, we adopted the experimentally-validated model from Underwood et al. [48]:  

$$\eta_{\text{comp,is}} = \frac{a \exp \left( -b \left( r_p - c \right) \right)}{1 + \exp \left( -d \left( r_p - c \right) \right)}, \quad (9)$$

where the coefficients $a, ..., d$ are fitted based on manufacturer data [48]. The compression ratio $r_p$ is determined through the pressure at which the condensation and evaporation occurs. These pressures are characterized by the respective refrigeration properties, extracted from the CoolProp Python library. The compressor specific work is then quantified as follows:  

$$\Delta h_{\text{comp}} = \frac{h \left( p_c, s_{\text{comp,in}} \right) - h_{\text{comp,in}}}{\eta_{\text{comp,is}}}. \quad (10)$$

Following the characterization of the enthalpy after condensation $h_{c,\text{out}}$, the heat generation during condensation $Q_c$ and Coefficient Of Performance (COP) are determined:  

$$Q_c = \dot{m} \left( h_{\text{comp,out}} - h_{c,\text{out}} \right), \quad (11)$$
\[ \text{COP} = \frac{Q_c}{m \Delta h_{\text{comp}}}. \]  
(12)

At 10.4°C ambient temperature (i.e. the average annual ambient temperature adopted for Brussels, see Table A.3), the COP is 3.1, which corresponds to the experimentally-validated value presented by Angenendt et al. [14].

2.1.4. Thermal storage tank

The stratified thermal storage tank is a DHW and SH combisystem with a heat exchanger that separates the drinking water from the heating water. Considering the DHW temperature of 40°C and the heat pump limits, the lower and upper temperature are set at 45°C and 55°C, respectively [14]. The SH demand depends on the ambient temperature, room temperature and building losses. In this work, the SH (and DHW) demand is characterized by an energy demand profile, which represents the heat required to reach the required space temperature under the specific conditions. Hence, the demand is characterized by the energy demand per hour, which is extracted from the thermal storage tank. The heat loss of the storage tank is determined through the room temperature \( T_{\text{room}} \) and the natural convection heat exchange coefficient (i.e. heat loss coefficient) \( U_{\text{loss}} \) [14]:

\[ Q_{\text{loss}} = U_{\text{loss}} A_{\text{tank}} (T_{w,\text{tank}} - T_{\text{room}}), \]  
(13)

where the room temperature \( T_{\text{room}} \) is assumed constant at 20°C and the heat loss coefficient \( U_{\text{loss}} \) is assumed at 1 W/(m²K) [14].

2.1.5. Power converters and inverter

The DC-AC inverter connects the PV array and bank of batteries with the household and heat pump. The AC output power depends on the inverter efficiency \( \eta_{\text{inv}} \) (\( P_{\text{AC,out}} \)):

\[ P_{\text{AC,out}} = \eta_{\text{inv}} (P_{\text{AC,out}}) P_{\text{DC,in}}. \]  
(14)
To quantify the varying efficiency in function of the operating point, the inverter efficiency is determined through experimentally-validated power coefficients $K_0$, $K_1$, $K_2$ \[49\]:

$$\eta_{\text{inv}} = \frac{P_{\text{AC}}/P_{\text{nom}}}{P_{\text{AC}}/P_{\text{nom}} + K_0 + K_1 P_{\text{AC}}/P_{\text{nom}} + K_2 (P_{\text{AC}}/P_{\text{nom}})^2}, \quad (15)$$

where the power coefficients are adopted from the SMA Sunny Boy 700U \[49\]. The PV array and bank of batteries are connected to a DC bus bar through DC-DC converters. The power conversion is quantified similar to the DC-AC power conversion:

$$P_{\text{DC, out}} = \eta_{\text{conv}} (P_{\text{DC, out}}) P_{\text{DC, in}}, \quad (16)$$

where $P_{\text{DC, out}}$ corresponds to the converter output power. The conversion efficiency profiles are adopted from Taghvaee et al. \[50\], for which a buck-boost converter and a bidirectional buck-boost converter are selected for the PV array and a bank of batteries, respectively.

### 2.2. Climate and demand data

The energy consumption of the grid-connected household depends on the solar irradiance, ambient temperature, electricity demand and heating demand of the household \[Figure 4\]. Therefore, these climate conditions and demand profiles are adjusted to the specific location (Brussels) and demand (dwelling). As the energy demand of the household is affected by the weather (i.e. SH demand correlates to the ambient temperature and solar irradiance), the analysis should be conducted with climate data that corresponds to the energy demand profiles. Therefore, we adopt the Typical Meteorological Year data and hourly energy demand data (electricity, SH and DHW) provided by the National Renewable Energy Laboratory, as the former is used to construct the latter \[51, 52\]. To adapt the climate and demand profiles to Belgium and its average household energy consumption, we implemented the method from Montero Carrero et al. \[53\]. The electricity demand profile combines the different loads of the dwelling.
(i.e. electric appliances, lighting and cooking). Therefore, in this work, no details are available on the contribution of each electric load to the hourly overall electricity demand. The SH period is specified based on the monthly average ambient temperature and aims to ensure thermal comfort \(54\): when the monthly average temperature is less than 19°C, the heating system is enabled for that month. Consequently for Brussels, the SH is considered for the entire year.

2.3. Design parameters and objective

The system is designed by sizing the components of the system, i.e. the capacity of the PV array, bank of batteries, ASHP and thermal storage tank. By considering these capacities as independent design parameters, the optimization algorithm can exclude any technology from the design (e.g. no thermal storage tank). The quantity of interest is the Levelized Cost Of eXergy (LCOX). In this quantity of interest, exergy is selected to account for the true quality of both energy streams in one metric \(55\). Hence, the LCOX reflects the system cost per unit of exergy covered \(45\):

\[
\text{LCOX} = \frac{\text{CAPEX}_a + \text{OPEX}_a + C_{r,a} + C_{e,a} + C_{g,a}}{X_{\text{demand}}},
\]

(17)

To determine the annual system cost, the annualized investment cost \(\text{CAPEX}_a\), operational cost \(\text{OPEX}_a\), replacement cost \(C_{r,a}\), grid electricity cost \(C_{e,a}\) (and gas cost \(C_{g,a}\) when a gas boiler is considered) are added together. \(\text{CAPEX}_a\) represents the annualized capital expenses for every system component \(45\):  

\[
\text{CAPEX}_a = \text{CRF} \sum_{k=0}^{c} N_k \text{CAPEX}_k,
\]

(18)

where \(c\) refers to the different components (i.e. PV array, battery bank, thermal storage tank, heat pump, gas boiler, DC-DC converters and DC-AC inverter) and \(N\) represents the corresponding installed capacity. The Capital Recovery Factor (CRF) is determined by the annualized interest rate \(i\) and the system
Figure 4: The hourly solar irradiance, ambient temperature and energy demand (electricity, domestic hot water and space heating) profiles for Brussels show that the energy demands drop during spring and summer and increase during fall and winter.
lifetime \( L \) (20 years):

\[
\text{CRF} = \frac{i(1+i)^L}{(1+i)^L - 1}.
\]  

The annualized interest rate considers the effect of inflation \( f \) on the initial interest rate at the moment of loan \( i' \):

\[
i = \frac{i' - f}{1+f}.
\]

In addition to the investment cost, the system is subject to costs related to the component operation and maintenance. The annualized operating expenses are quantified through [45]:

\[
\text{OPEX}_a = \sum_{k=0}^c N_k \text{OPEX}_k.
\]

The system components come with different lifetimes. Consequently, some components might need replacement during the system lifetime, which induces additional cost. The annualized replacement cost is described as [45]:

\[
\text{C}_{r,a} = \text{CRF} \sum_{k=0}^c \left( N_k R_{c,k} \sum_{l=0}^{r_k} (1+i)^{-l_t_k} \right),
\]

where \( r_k \) is the number of replacements during the system lifetime for every component and \( t_k \) is the replacement period. Finally, when the system is unable to cover part of the load (SH, DHW and electricity), electricity (and gas when considering the gas boiler) is extracted from the grid. As a result, additional costs are included which relate to the electricity price (and gas price). In this work, a fixed annual electricity tariff is adopted, which corresponds to the contract of nearly 75% of the households in Belgium [56].

The annual exergy output \( X_{\text{demand}} \) is characterized by the sum of the annual exergy required for electricity (elec), DHW and SH [57]:

\[
\sum_{i=1}^{8760} \sum_{\text{type}} X_{\text{type}}^{\text{type}}, \quad \text{type} \in \{\text{elec}, \text{DHW}, \text{SH}\}.
\]
While the electricity demand is covered by the highest energy quality, i.e. $X^{\text{elec}} = E^{\text{elec}}$, the exergy to cover the DHW demand and SH demand are scaled by their corresponding Carnot coefficient $F$:

$$X^{\text{type}} = F^{\text{type}} E^{\text{type}} \quad \text{type} \in \{\text{DHW}, \text{SH}\},$$

(24)

$$F = 1 - \frac{T_{\text{ref}}}{T_{\text{req}}},$$

(25)

where the reference temperature $T_{\text{ref}}$ corresponds to the ambient temperature for each specific hour of the year and $T_{\text{req}}$ corresponds to the temperature required for DHW and SH, set at 40°C and 35°C, respectively [14].

2.4. Uncertainty characterization

The uncertainty on a model parameter can be characterized as epistemic uncertainty or aleatory uncertainty. Epistemic uncertainty is the uncertainty related to the lack of knowledge on the parameter, but this knowledge can be improved by gaining more information on the parameter (e.g. in the context of a PV-battery-ASHP system, the epistemic uncertainty on a typical annual electricity demand can come from the unknown occupant behaviour). The epistemic uncertainty can be reduced by adopting an actual annual electricity demand from a specific household. The aleatory uncertainty relates to the unknown evolution of the parameter value and is therefore irreducible. To illustrate, the aleatory uncertainty on wholesale electricity price comes from the unknown evolution of this parameter in the coming years. Both uncertainty types can affect a single model parameter simultaneously. To characterize the effect of both uncertainties on a single stochastic parameter, a parametric probability-box (p-box) is considered. Such a p-box characterizes both uncertainty types for a single stochastic parameter, while maintaining a clear separation between the effect of epistemic and aleatory uncertainty on that parameter [27] (Figure 5). Such a p-box is defined by interval-valued statistical moments: $\mu \in [\mu_{\text{min}}, \mu_{\text{max}}]$, $\sigma \in [\sigma_{\text{min}}, \sigma_{\text{max}}]$. In this formulation, the true-but-unknown mean $\mu$ and standard deviation $\sigma$ are situated in between the respective bounds and represent
the aleatory uncertainty. The range on the statistical moments represents the epistemic uncertainty.

In this work, the grid electricity price, natural gas price, electricity demand and heat demand are subjected to both epistemic and aleatory uncertainty and thus characterized by a p-box (Table A.2). For the electricity price, six prediction scenarios are combined to define the aleatory uncertainty, i.e. a base case scenario, a decentral scenario and a large-scale renewable energy system scenario, each determined in the coal-before-gas merit order and gas-before-coal merit order [58]. Similar for the gas cost, where the aleatory uncertainty integrates over low, middle and high gas cost scenarios [59]. The epistemic uncertainty relates to the different energy tariffs available for the household and thus to the different prices for the electricity extracted from the electricity grid (and gas from the gas grid) [60]. Conclusively, the true-but-unknown mean and standard deviation represent the aleatory uncertainty on the future evolution of these prices, while not fixing the energy supplier for the household induces epistemic uncertainty, i.e. the range on the mean value. A similar philosophy is
applied to the electricity demand and heat demand. The uncertainty following the different prediction scenarios for the future evolution of the energy demand represent the aleatory uncertainty [61, 62]. As a typical energy demand is assumed for average household consumption, the epistemic uncertainty is induced by the unknown occupant behaviour [63]. Conclusively, the system performance is subjected to the uncertainty on how the energy demand will evolve (e.g. policies on increased insulation, improving efficiency of electric appliances) and how the occupants behave in their consumption (e.g. heavy consumers or light consumers).

Next to the p-boxes, several parameters are characterized only by aleatory uncertainty (Table A.3). The solar irradiance and ambient temperature are characterized by a Typical Meteorological Year, which is assumed valid over the lifetime of the system. Hence, the epistemic uncertainty is neglected. The aleatory uncertainty corresponds to the interannual variability, which is based on percentiles from historical data [64]. Besides, the inflation rate is characterized by aleatory uncertainty following its natural variation [64].

Finally, the costs related to each technology are characterized by epistemic uncertainty (Table A.4). These parameters are fixed at the beginning of the project and therefore only subject to the lack of knowledge on the market during system design, before making the actual investment.

2.5. Uncertainty quantification

To propagate p-boxes, the nested Monte Carlo Simulation method is computationally intractable. Instead, we adopted the Polynomial Chaos Expansion (PCE) surrogate modelling method presented by Schöbi et al. [27]. To characterize the coefficients of the PCE in a computationally efficient way, we considered the stepwise regression method developed in our research group [66].

In a precise distribution context, a PCE representation $M^{\text{PCE}}$ of the system model $M$ for a random vector $X$ with independent components consists of a series of multivariate orthonormal polynomials $\Psi_\alpha$ with corresponding coefficients...
where $\alpha$ are the multi-indices and $\mathcal{A}$ is the considered set of multi-indices, for which the size is defined by a truncation scheme. A typical truncation scheme is limiting the polynomial order up to a certain degree, which constrains the number of multi-indices in the set to:

$$|\mathcal{A}^{M,p}| = \frac{(p + M)!}{p!M!},$$

(27)

where $p$ corresponds to the polynomial order and $M = |\mathbf{X}|$ is the stochastic dimension, i.e. the number of random variables.

When parametric p-boxes are considered, the epistemic and aleatory uncertainty can be separated into two vectors: a vector with independent uniform distributions $\Theta$ (i.e. the interval ranged statistical moments) and a vector with the aleatory uncertainty distributions $\mathbf{X}$, respectively [27]. Hence, an augmented input vector $(\Theta, \mathbf{X})$ becomes the stochastic model input in a parametric p-box context. The augmented input vector components are dependent on each other, i.e. the random value sampled from the aleatory uncertainty $\mathbf{X}$ depends on the sampled statistical moments from the epistemic uncertainty $\Theta$. As the PCE input assumes independent random variables, the augmented input vector $(\Theta, \mathbf{X})$ needs to be mapped into a vector with independent components $\mathbf{V}$ through isoprobabilistic transformation [27]. To illustrate, for a Gaussian distribution $X \sim \mathcal{N}(\mu_X, \sigma_X)$ with $\theta = (\mu_X, \sigma_X)$, the isoprobabilistic transform corresponds to:

$$X = \mu_X + \sigma_X \zeta,$$

(28)

where $\zeta$ is a standard Gaussian variable $\zeta \sim \mathcal{N}(0,1)$. Then, the independent input vector corresponds to $\mathbf{V} = (\zeta, \mu_X, \sigma_X)$, resulting in a dimensionality for the vector $\mathbf{V}$ equal to $M_{\text{aug}} = |\mathbf{V}| = 3|\mathbf{X}|$. After this transformation, the PCE
for parametric p-boxes can be constructed:

\[ M_{\text{aug,PCE}}(V) = \sum_{\alpha \in A} u_\alpha \Psi_\alpha(V). \] (29)

As the stochastic parameters in the input vector are considered independent to construct the PCE, the dependency between the uncertainties (i.e. between ambient temperature and space heating demand) is neglected. To compute the coefficients in the PCE, training samples are needed. When adopting Equation 27 to determine the size of the experimental design \( n \), where \( M \) is replaced with the stochastic dimension \( M_{\text{aug}} = 3M \) for the augmented PCE, the number of samples grow dramatically (i.e. curse-of-dimensionality) \[67\]. Therefore, we adopted a stepwise regression approach, as proposed by Abraham et al. \[66\].

In the first forward step of this approach, \( |A^{M_{\text{aug},p}}| \) basis functions (i.e. the orthonormal polynomials) are assessed individually by fitting their response with the model response on the experimental design \( V = v_1, v_2, ..., v_n \). Then, for each basis function, a one-predictor regression model (i.e. orthonormal polynomial + coefficient) is solved through Least-Square Minimization. The best performing one-predictor regression model, with the most significant coefficient, is added to the final surrogate model. After each amplification of the surrogate model, a backward step evaluates the confidence interval of the previously entered regression coefficients and removes any coefficient with a confidence interval of zero. This process is repeated until the maximum number of iterations is reached and the fitted residual is minimized. Additional details on this method are described by Abraham et al. \[66\].

When the PCE is constructed, the interval-ranged mean \([\mu_{\text{min}}, \mu_{\text{max}}]\) and interval-ranged standard deviation \([\sigma_{\text{min}}, \sigma_{\text{max}}]\) are computed through a nested Monte Carlo Simulation on the PCE. The imprecise total-order Sobol’ indices, which quantify the total impact (i.e. including mutual interactions) of the aleatory uncertainty for each stochastic input parameter on the performance indicator, can be quantified analytically via the regression coefficients. First, the multi-indices and orthonormal polynomials are decomposed into the multi-indices and
orthonormal polynomials related to the epistemic uncertainty \( \Theta \) and aleatory uncertainty \( X \), i.e. \( \alpha = (\alpha_\Theta, \alpha_X) \) and \( \Psi_\alpha(V) = \Psi_{\alpha_\Theta}(\Theta)\Psi_{\alpha_X}(X) \), respectively. Following this decomposition, the PCE can be rearranged, leading to new coefficients which depend on a value for each of the statistical moments \( \theta \). Hence, for each combination of statistical moments, sampled from their corresponding uniform distributions, a Sobol’ index can be quantified. Ultimately, the minimum and maximum Sobol’ index for each stochastic input parameter can be found by an optimization approach, where the combination of possible statistical moments that leads to the lowest/highest Sobol’ index is configured. Conclusively, for each stochastic parameter affected by aleatory uncertainty (precise or imprecise), an interval-ranged imprecise Sobol’ index is quantified, for which the interval is determined through the random combinations of statistical moments from the input parameters affected by epistemic uncertainty. Details on the characterization of these imprecise Sobol’ indices are found in Schöbi et al. [27].

2.6. Surrogate-assisted robust design optimization

The optimization objectives are minimizing the mean and minimizing the standard deviation of the aleatory uncertainty on the LCOX. Hence, by controlling the design variables (PV array capacity, battery capacity, ASHP capacity and thermal storage capacity), the optimizer aims to simultaneously minimize the effect of the irreducible aleatory uncertainty on the LCOX and minimize the average expected LCOX. The design that achieves the lowest LCOX standard deviation is identified as the robust design. This design is least-sensitive to its random environment and therefore ensures with the highest probability among the designs that the LCOX in reality situates near the LCOX mean. However, due to the additional epistemic uncertainty present on the stochastic input parameters characterized by a probability box, the real mean and real standard deviation of the LCOX are unknown, i.e. due to the uncertainty characterization in the form of probability boxes, the LCOX for each evaluated design is characterized by a probability box as well, with an upper bound and lower
bound on the mean and standard deviation. Therefore, the mean and standard deviation of the upper probability bound of the LCOX are selected as design objectives \[33\].

As the non-linear case is a multi-objective optimization problem, the Non-dominated Sorting Genetic Algorithm (NSGA-II) is selected as an optimization algorithm \[68, 69\]. The NSGA-II algorithm is implemented based on the Python library \textit{deap} \[70\]. First, an initial population of design samples is created through Latin Hypercube sampling. For each design sample, an augmented PCE is constructed and the upper-bound mean and upper-bound standard deviation are quantified (subsection 2.5). The design samples are ranked based on their dominance in both objectives, leading to the next generation of design samples. This process is repeated until the computational budget is spent. In this work, the population size is fixed at 40 design samples, following a rule of thumb of 10 samples per design parameter \[71\]. The optimization algorithm is characterized by a crossover and mutation probability of 0.9 and 0.1, respectively.

3. Results and discussion

The results and discussion section presents and discusses the trade-off between minimizing the mean and standard deviation of the aleatory uncertainty on the LCOX. Then, the probability boxes for a set of optimized designs are analysed, to see how these results are affected by epistemic uncertainty. Finally, the Sobol’ indices reveal the dominating stochastic parameters to the epistemic uncertainty on the LCOX. The results and discussion are subject to the following limitations of the approach: the stochastic model parameters are considered independent, i.e. the probability of each parameter is unaffected by the probability of the other parameters; the NSGA-II does not ensure mathematical optimality, i.e. the designs are optimized, but might not represent the optimal solution; due to limited data, the aleatory uncertainty of the stochastic parameters is represented by a Gaussian distribution. Nevertheless, the robust design optimization approach provides the design trends to reduce the LCOX stan-
standard deviation induced by uncertainty which is irreducible by data collection and it illustrates the advantages of a robust design as opposed to a design with an optimized LCOX mean. In addition, distinguishing between epistemic and aleatory uncertainty in the global sensitivity analysis identifies the main drivers of the epistemic uncertainty on the LCOX and thus highlights the parameters on which the knowledge should be improved, e.g. considering a specific energy demand profile as opposed to a generic one for an average household.

3.1. Robust design optimization on the aleatory uncertainty

In this section, the robust design optimization results are described for the previously introduced configurations: a PV-battery configuration with a gas boiler that covers the entire heat demand; a PV-battery-ASHP configuration, where the power to run the ASHP comes from the excess PV electricity and grid electricity; a PV-battery ASHP configuration where the excess of PV electricity and stored electricity in the bank of batteries are used to run the ASHP, before the grid electricity is called upon.

3.1.1. PV-battery-gas boiler

For the RDO of a PV-battery-gas boiler system, a trade-off exists between minimizing the LCOX mean and minimizing the LCOX standard deviation (Figure 6, top). Hence, the optimizer is unable to generate a single PV-battery-gas boiler design that simultaneously achieves the minimized LCOX mean and LCOX standard deviation. The Pareto front illustrates that the optimized mean design (i.e. the design that achieves the lowest upper-bound LCOX mean) achieves an LCOX mean of 730 €/MWh and an LCOX standard deviation of 106.7 €/MWh. Instead, the robust design (i.e. the design that achieves the lowest upper-bound LCOX standard deviation) achieves an LCOX mean of 623 €/MWh and an LCOX standard deviation of 109.8 €/MWh. These extreme designs on the Pareto front consist of a 1.8 kWp PV array and of an 8.0 kWp PV array - 7.9 kWh bank of batteries, respectively. Despite the trade-off, the difference in LCOX standard deviation between the optimized mean design and
robust design is limited (3.1 €/MWh or 2.8%). Hence, the robust alternative to
the optimized mean design is only slightly less sensitive to its random environ-
ment. However, an intermediate design on the Pareto front, achieving an LCOX
mean of 636 €/MWh and an LCOX standard deviation of 107.7 €/MWh (grey
dot in Figure 6), reduces the LCOX standard deviation by 2% when compared
to the optimized mean design, at the expense of a 2% increase in LCOX mean.
Therefore, this intermediate design, consisting of a 2.2 kW_p PV array and a
3.2 kWh bank of batteries, provides a viable robust alternative to the optimized
mean design.

The reason why the robust design is only slightly more robust than the
optimized mean design comes from the complete dependency on the natural
gas to comply with the heat demand (Figure 6, bottom). Indeed, despite the
effect of epistemic uncertainty on the imprecise Sobol’ indices (i.e. the epistemic
uncertainty is the driver of the range of the imprecise Sobol’ index), it can be
concluded that the aleatory uncertainty of the natural gas price (i.e. the aleatory
uncertainty is the driver of the mean of the imprecise Sobol’ index) dominates
the characterization of the true-but-unknown LCOX standard deviation. To
illustrate, the true-but-unknown Sobol’ index for the optimized mean design
situates between 0.8 and 0.95, while the true-but-unknown Sobol’ indices for
the electricity price and electricity demand situate between 0.05 and 0.16 and
between 0.00 and 0.04, respectively. Conclusively, considering a PV array with
a bank of batteries is a viable robust alternative for the optimized mean design,
which consists of solely a PV array. Nevertheless, due to the dominance of the
gas price aleatory uncertainty on the LCOX standard deviation, the gain in
robustness for the robust alternative is limited.

3.1.2. PV-battery-ASHP

By considering an electrically-driven ASHP to cover the heat demand, the
gas dependency is eliminated and the generated electricity by the PV array is
employed to comply with both the electricity demand and heat demand.
Figure 6: The Pareto front between minimizing the LCOX mean and minimizing the LCOX standard deviation illustrates that the gain in robustness is limited when shifting between optimized mean and robust design (top figure). The Sobol’ indices explain this limited gain in robustness by illustrating that the aleatory uncertainty on the gas price (bottom figure), which is irreducible by designing the PV array and battery capacity, is the main driver of the true-but-unknown LCOX standard deviation.

**Pareto front.** When comparing the achieved Pareto fronts for the PV-battery-ASHP configurations with the Pareto front for the PV-battery-gas boiler configuration, the optimized LCOX standard deviation on the Pareto front is significantly lower for the PV-battery-ASHP optimized designs than for the PV-battery-gas boiler optimized designs (Figure 7). To illustrate, an intermediate optimized design (i.e. situated between the extreme designs on the Pareto front, indicated with a grey dot in Figure 7) for a PV-battery-ASHP system with a battery support power management strategy achieves an upper-bound LCOX standard deviation of 70.0 €/MWh, which reduces the standard deviation by 36% as opposed to the PV-battery-gas boiler design with an upper-bound LCOX
standard deviation of 109.8 €/MWh. However, the optimized LCOX mean values for the PV-battery-ASHP designs are higher than for the PV-battery-gas boiler designs (e.g. 39% higher between the two previously compared designs). Similar conclusions on the fact that an ASHP with thermal storage has higher deterministic costs than a conventional gas boiler system were also presented by Renaldi et al. [72]. When comparing the optimized designs from both power management strategies in the PV-battery-ASHP configuration, the corresponding Pareto fronts illustrate that the LCOX standard deviation can be further reduced when the strategy with battery support for the ASHP is considered as opposed to when the strategy without battery support for the ASHP is considered. Conclusively, a PV-battery-ASHP configuration can provide a cost-competitive, robust alternative to a PV-battery-gas boiler configuration.
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**Figure 7:** The Pareto fronts for the PV-battery-ASHP configurations, which connect the LCOX mean and LCOX standard deviation for the optimized designs of each configuration, illustrate that the optimized PV-battery-ASHP designs achieve a higher LCOX mean than the optimized PV-battery-gas boiler designs. However, the optimized PV-battery-ASHP design achieve a significantly lower LCOX standard deviation.

**Component capacities.** To clarify the Pareto fronts, the PV self-consumption rate (i.e. the portion of the generated PV electricity that is consumed by the electricity demand), annual grid electricity consumed and the component capacities for the optimized PV-battery-ASHP designs are presented in function of the LCOX mean in Figure 8. For both sets of optimized designs (i.e. the
PV-battery-ASHP with battery support and PV-battery-ASHP without battery support sets of optimized designs which resulted in the Pareto fronts in Figure 7, the PV array capacity evolves similarly from the optimized mean design to the robust design (i.e. the designs which achieve an upper-bound LCOX mean of 807€/MWh and 980€/MWh, respectively). For the optimized LCOX mean design in both power management strategies, no battery storage is considered. Hence, the difference in power management strategy has no effect on the LCOX, as no battery support to run the ASHP is available. However, the trend towards the robust designs (i.e. with an LCOX mean of 980€/MWh) illustrate that the PV-battery-ASHP configuration with battery support considers a higher capacity for the bank of batteries than the PV-battery-ASHP configuration without battery support. To illustrate, a design for the strategy without battery support, which achieves an LCOX mean of 870€/MWh, consists of a 3.3 kWh bank of batteries, while the design for the strategy with battery support and with the same LCOX mean (870€/MWh) consists of a 7.5 kWh bank of batteries (the characteristics of these designs are indicated by grey dots in Figure 8). Evidently, the latter achieves a lower annual grid electricity consumption (5.3 MWh) than the former (5.5 MWh). Nevertheless, the annual grid electricity consumption remains significant, as the battery capacity is limited and sized for daily storage. Moreover, the evolution of the battery capacity closely relates to the PV self-consumption. As a larger share of PV excess electricity can be stored in the bank of batteries for the designs considering battery support, this strategy achieves a higher PV self-consumption than the strategy without battery support. To illustrate for the previously compared designs, the PV self-consumption is 59% and 40%, respectively. In both strategies, the ASHP capacity of the optimized designs ranges between 5.8 kWth and 8.3 kWth, while the thermal storage ranges between 256 l and 399 l. The ASHP and thermal storage capacities are similar to the ones presented in the deterministic design optimization of an ASHP with thermal storage in the United Kingdom under different electricity tariffs (8.5 kWth and 300 l) [72].
mal storage is beneficial for improving the LCOX mean and LCOX robustness over the system lifetime. Similarly, Renaldi et al. [72] indicated that combining thermal energy storage with ASHP results in a smaller cost as opposed to not considering thermal storage. Nevertheless, this relatively small thermal energy storage capacity is only suitable for daily thermal energy storage, as the significant heat loss limits the application of seasonal storage in its current form.

Figure 8: The PV self-consumption, annual grid electricity consumption and system capacities in function of the LCOX mean for the optimized designs for the two power management strategies of the PV-battery-ASHP configurations. In most optimized designs under the strategy with battery support, a significantly larger battery is considered, which results in a lower annual grid electricity consumption and a higher PV self-consumption than for the optimized designs under the strategy without battery support.

Imprecise Sobol’ indices. To understand the evolution of the LCOX standard deviation on the Pareto fronts for the two power management strategies, the imprecise Sobol’ indices are quantified for the optimized designs (Figure 9). Clearly, the uncertainty on the future grid electricity price dominates the LCOX
Table 1: The characteristics of the three representative designs for the photovoltaic-battery-ASHP management strategies: an optimized mean design (lowest upper-bound LCOX mean), an intermediate design and a robust design (lowest upper-bound LCOX standard deviation).

<table>
<thead>
<tr>
<th></th>
<th>$N_{\text{PV}}$</th>
<th>$N_{\text{bat}}$</th>
<th>$N_{\text{hp}}$</th>
<th>$N_{\text{thermal storage}}$</th>
<th>$\mu_{\text{LCOX}}$</th>
<th>$\sigma_{\text{LCOX}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kW</td>
<td>kWh</td>
<td>kW</td>
<td>l</td>
<td>€/MWh</td>
<td>€/MWh</td>
</tr>
<tr>
<td><strong>without battery support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimized mean</td>
<td>4.0</td>
<td>5.8</td>
<td>256</td>
<td>[396,807]</td>
<td>[57.6,88.8]</td>
<td></td>
</tr>
<tr>
<td>intermediate</td>
<td>5.8</td>
<td>3.3</td>
<td>8.3</td>
<td>[438,872]</td>
<td>[47.1,70.2]</td>
<td></td>
</tr>
<tr>
<td>robust</td>
<td>10.2</td>
<td>10.0</td>
<td>8.3</td>
<td>[473,980]</td>
<td>[34.5,65.1]</td>
<td></td>
</tr>
<tr>
<td><strong>with battery support</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>optimized mean</td>
<td>4.2</td>
<td>5.6</td>
<td>266</td>
<td>[397,807]</td>
<td>[54.6,88.8]</td>
<td></td>
</tr>
<tr>
<td>intermediate</td>
<td>5.5</td>
<td>7.5</td>
<td>6.9</td>
<td>[435,870]</td>
<td>[41.0,70.0]</td>
<td></td>
</tr>
<tr>
<td>robust</td>
<td>12.2</td>
<td>12.8</td>
<td>7.2</td>
<td>[465,980]</td>
<td>[27.7,58.7]</td>
<td></td>
</tr>
</tbody>
</table>

This conclusion can be made despite the overall epistemic uncertainty on the stochastic parameters, which induces the range on the imprecise Sobol’ indices, as the imprecise Sobol’ indices barely overlap. However, for the robust design of the strategy with battery support, the Sobol’ index range for the electricity price and electricity demand clearly overlap. This indicates that for this specific design, it remains inconclusive which parameter is the most dominant driver of the true-but-unknown LCOX standard deviation, due to the overall epistemic uncertainty on the stochastic parameters.

The reducing trend in the imprecise Sobol’ index of the electricity price implies a decreasing dependency on the grid electricity to comply with the energy demand. This reducing trend is larger under the battery support strategy, as the battery storage reduces the grid electricity consumption of the ASHP by covering part of the ASHP demand when the solar irradiance is insufficient (e.g. at night). The increasing trend on the importance of the aleatory uncertainty of the electricity demand corresponds to an increased photovoltaic array and battery capacity, for which its economic effectiveness depends on the match with the electricity demand.

Finally, the effect of the heat demand aleatory uncertainty on the LCOX
Figure 9: The evolution of the Sobol’ indices for the stochastic parameters on the set of optimized designs indicate that the uncertainty on the future electricity price is the dominant uncertainty for the LCOX for most optimized designs. For the robust design, it remains inconclusive if the aleatory uncertainty on the electricity price or on the electricity demand is the main driver, due to epistemic uncertainty.

is small. This is mainly due to the reduced weight of the heat demand by the Carnot coefficient in an exergy environment (Equation 25).

3.2. Probability box characterization for optimized designs

In the previous section, the designs are configured to minimize the effect of aleatory uncertainty on the expected LCOX, while maintaining an optimized LCOX mean. To study the effect of the epistemic uncertainty on the LCOX over the system lifetime, the LCOX p-boxes for a set of representative designs are analysed (i.e. optimized mean design, intermediate design and robust design, Table 1). The effect of the epistemic uncertainty on these three representing designs is comparable between both strategies (i.e. range on the statistical moments in Table 1 and width of the p-box in Figure 10). When comparing between the three representative designs, the robust design is clearly more affected by epistemic uncertainty. Nevertheless, given the overall epistemic uncertainty, the p-boxes of the three representing designs for both strategies overlap. Therefore, at this step, it remains inconclusive which design achieves the most favourable true-but-unknown CDF.
Figure 10: The probability boxes for the optimized mean design, intermediate design and robust design for both PV-battery-heap pump configurations indicate that the difference in the effect of the epistemic uncertainty is negligible between configurations.
3.3. Global sensitivity analysis on the epistemic uncertainty

To determine the true-but-unknown CDF of the optimized designs, the epistemic uncertainty must be reduced. To characterize what contributes to the epistemic uncertainty on the LCOX of these designs, we performed a global sensitivity analysis on the epistemic uncertainty of the p-boxes. As the epistemic uncertainty affects both the mean and standard deviation (Table 1), two sets of Sobol’ indices are generated for each p-box.

For the optimized LCOX mean design of the PV-battery-gas boiler configuration, the epistemic uncertainty on the LCOX mean (and thus width of the p-box) is dominated by the epistemic uncertainty on the gas price (Figure 11). Hence, to determine the expected LCOX performance of this design, the main action is to determine the gas supplier and the corresponding contract. The uncertainty on the occupant behaviour in electricity demand and heat demand contribute equally (i.e. a Sobol’ index of 52% and 47%, respectively) to the epistemic uncertainty on the LCOX standard deviation. Therefore, adopting heat demand and electricity demand profiles for a specific household with information on the occupant behaviour drastically improves the knowledge on the LCOX standard deviation and thus on the robust performance of the specific design.

For the optimized LCOX mean designs for both power management strate-
Figure 12: Top-5 total order Sobol’ indices related to the epistemic uncertainty on the LCOX for the optimized mean (opt. mean), intermediate (interm.) and robust PV-battery-ASHP designs.

gies of the PV-battery-ASHP configuration (Table 1), the epistemic uncertainty on the electricity price dominates the uncertainty on the mean LCOX (Figure 12, opt. mean). For the epistemic uncertainty on the standard deviation, the dominating contribution comes from the uncertainty on the occupant behaviour regarding the heat demand. As both designs do not include a bank of batteries, there is no difference due to the power management strategy and therefore the difference between the top-5 Sobol’ indices is minimal.

For the intermediate designs, the epistemic uncertainties on the electricity price and electricity demand are the most significant contributors to the uncertainty on the LCOX mean (Figure 12, int.). Also, the epistemic uncertainty on
the CAPEX for the heat pump gains significant importance. Hence, specifying the specific heat pump technology and its corresponding market condition becomes a significant action to reduce the epistemic uncertainty on the mean LCOX for these intermediate designs. For the uncertainty on the LCOX standard deviation, the epistemic uncertainty on the heat demand is again the main driver. Finally, for the robust designs, the epistemic uncertainty on the electricity demand dominates both the epistemic uncertainty on the LCOX mean and LCOX standard deviation (Figure 12, robust). Hence, gaining knowledge on the occupant behaviour related to the electricity demand is the most effective measure to clarify both performance and robustness of these designs.

Conclusively, considering a specific electricity demand and heat demand profile for a specific household, and thus reducing the epistemic uncertainty of using generic profiles, are the main actions to determine the true-but-unknown LCOX standard deviation for these representative designs. Reducing the epistemic uncertainty related to the electricity demand is also the main action to clarify the true-but-unknown mean LCOX for the intermediate PV-battery-ASHP designs and the robust designs, while gaining information on the grid electricity contract and supplier is significant for both optimized LCOX mean designs. Finally, the epistemic uncertainty induced by considering generic ASHP technology is significant, while the effect of considering generic technology models for the other components is minor.

4. Conclusion

Sector coupling of heating and electricity improves the decarbonization of the heating sector. In this framework, Air-Source Heat Pumps (ASHP) provide an adequate approach to realise this coupling. For a photovoltaic-battery-heat pump configuration, a robust design optimization on the aleatory uncertainty of the Levelized Cost Of eXergy (LCOX) illustrates that the robustness towards LCOX aleatory uncertainty can be improved by 36% when compared to a photovoltaic-battery-gas boiler configuration, at the expense of a 39% increase
in LCOX mean. The robustness is optimized when both excess PV electricity and stored electricity in the battery are considered to run the ASHP, as opposed to using the battery electricity only to cover the household electricity demand. Additionally, in these optimized photovoltaic-battery-heat pump designs, thermal energy storage is consequently considered by the optimizer for short-term energy storage (i.e. days), which indicates that thermal storage is beneficial for improving the LCOX mean and LCOX robustness over the system lifetime. Conclusively, PV-battery-ASHP configurations provide a cost-competitive, robust alternative to PV-battery-gas boiler configurations.

In between the optimized set of PV-battery-ASHP designs, it remains inconclusive which design results in optimized expected performance and which design is the most robust, due to the overall epistemic uncertainty present on the LCOX. To reduce the epistemic uncertainty effectively on the LCOX mean (and thus on the expected performance), gaining information on the grid electricity contract is the main action for the optimized LCOX mean designs. This action proves also significant for an intermediate design (i.e. a design which considers a trade-off between minimized LCOX mean and LCOX standard deviation), in addition to considering a specific electricity demand profile for a household. For the epistemic uncertainty on the LCOX standard deviation, the uncertainties on the occupant behaviour regarding electricity demand and heat demand are the main drivers. Therefore, specific heat demand and electricity demand profiles enable to characterize the true-but-unknown robustness toward variability in the LCOX due to aleatory uncertainty. Finally, the epistemic uncertainty induced by considering generic technology models as opposed to a specific type proves to be negligible in the epistemic uncertainty on the statistical moments of the LCOX, except for the ASHP.

In future work, different electricity tariffs and corresponding power management strategies will be evaluated. To illustrate, with a variable electricity tariff, the strategy can take advantage of low grid electricity prices to run the heat pump, charge the battery or charge the thermal storage with grid electricity. Additionally, the implementation of lithium-ion batteries will be considered. De-
spite the higher cost and higher uncertainty on the cost, the technology promises higher power and energy density. Finally, an electric vehicle will be added to the household demand, which will improve the self-consumption of the photovoltaic array.
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Appendix A. Data

Table A.2: Parameters affected by aleatory and epistemic uncertainty and thus characterized by a parametric probability-box. The true-but-unknown mean and standard deviation characterize the aleatory uncertainty. The range on the mean is induced by epistemic uncertainty.

<table>
<thead>
<tr>
<th>parameter</th>
<th>mean</th>
<th>standard deviation</th>
<th>unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>grid electricity price</td>
<td>[252,370]</td>
<td>68.9</td>
<td>€/MWh</td>
<td>[58] [60]</td>
</tr>
<tr>
<td>gas price</td>
<td>[50,86]</td>
<td>22.6</td>
<td>€/MWh</td>
<td>[59] [60]</td>
</tr>
<tr>
<td>electricity demand</td>
<td>[2.53,3.43]</td>
<td>0.22</td>
<td>MWh/year</td>
<td>[62] [63]</td>
</tr>
<tr>
<td>heat demand</td>
<td>[11.1,15.1]</td>
<td>1.1</td>
<td>MWh/year</td>
<td>[61] [63]</td>
</tr>
</tbody>
</table>

Table A.3: Parameters affected by aleatory uncertainties

<table>
<thead>
<tr>
<th>parameter</th>
<th>mean</th>
<th>standard deviation</th>
<th>unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>annual solar irradiance</td>
<td>1174</td>
<td>92</td>
<td>kWh/m²</td>
<td>[73]</td>
</tr>
<tr>
<td>average ambient temperature</td>
<td>10.3</td>
<td>0.4</td>
<td>°C</td>
<td>[73]</td>
</tr>
<tr>
<td>inflation rate</td>
<td>1</td>
<td>3</td>
<td>%</td>
<td>[65]</td>
</tr>
<tr>
<td>parameter</td>
<td>min</td>
<td>max</td>
<td>unit</td>
<td>Ref.</td>
</tr>
<tr>
<td>-------------------</td>
<td>------</td>
<td>------</td>
<td>-----------------</td>
<td>--------</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;PV&lt;/sub&gt;</td>
<td>350</td>
<td>600</td>
<td>€ /kW&lt;sub&gt;p&lt;/sub&gt;</td>
<td>[1]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;PV&lt;/sub&gt;</td>
<td>16</td>
<td>19</td>
<td>€ /kW&lt;sub&gt;p&lt;/sub&gt;/year</td>
<td>[74]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;bat&lt;/sub&gt;</td>
<td>102</td>
<td>354</td>
<td>€ /kWh</td>
<td>[43]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;bat&lt;/sub&gt;</td>
<td>15</td>
<td>28</td>
<td>€ /kWh</td>
<td>[43, 45]</td>
</tr>
<tr>
<td>R&lt;sub&gt;c,bat&lt;/sub&gt;</td>
<td>61</td>
<td>141</td>
<td>€ /kWh/year</td>
<td>[43, 45]</td>
</tr>
<tr>
<td>n&lt;sub&gt;bat&lt;/sub&gt;</td>
<td>500</td>
<td>2000</td>
<td>cycles</td>
<td>[43]</td>
</tr>
<tr>
<td>self discharge&lt;sub&gt;bat&lt;/sub&gt;</td>
<td>0.1</td>
<td>0.3</td>
<td>%/day</td>
<td>[45]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;hp&lt;/sub&gt;</td>
<td>600</td>
<td>1100</td>
<td>€ /kW&lt;sub&gt;th&lt;/sub&gt;</td>
<td>[75, 76]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;hp&lt;/sub&gt;</td>
<td>3.7</td>
<td>15</td>
<td>€ /kW&lt;sub&gt;th&lt;/sub&gt;/year</td>
<td>[75, 76]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;thermal storage&lt;/sub&gt;</td>
<td>2.8</td>
<td>5.4</td>
<td>€ /l</td>
<td>[75, 77]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;gas boiler&lt;/sub&gt;</td>
<td>110</td>
<td>200</td>
<td>€ /kW&lt;sub&gt;th&lt;/sub&gt;</td>
<td>[75, 78]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;gas boiler&lt;/sub&gt;</td>
<td>2.5</td>
<td>5</td>
<td>% of CAPEX&lt;sub&gt;gas boiler&lt;/sub&gt;</td>
<td>[75, 78]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;DCDC&lt;/sub&gt;</td>
<td>40</td>
<td>160</td>
<td>€ /kW</td>
<td>[79, 80]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;DCDC&lt;/sub&gt;</td>
<td>1</td>
<td>5</td>
<td>% of CAPEX&lt;sub&gt;DCDC&lt;/sub&gt;</td>
<td>[81, 82]</td>
</tr>
<tr>
<td>CAPEX&lt;sub&gt;DCAC&lt;/sub&gt;</td>
<td>50</td>
<td>200</td>
<td>€ /kW</td>
<td>[79]</td>
</tr>
<tr>
<td>OPEX&lt;sub&gt;DCAC&lt;/sub&gt;</td>
<td>1</td>
<td>5</td>
<td>% of CAPEX&lt;sub&gt;DCAC&lt;/sub&gt;</td>
<td>[81, 82]</td>
</tr>
<tr>
<td>interest rate</td>
<td>4</td>
<td>8</td>
<td>%</td>
<td>[83–85]</td>
</tr>
</tbody>
</table>
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