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Time dependence in photonic structures leads to a number of intriguing and useful phenomena such as optical isolation, topological states of light and frequency conversion. Here we present a mechanism to achieve efficient and selective frequency conversion using a system of two time-modulated cavities. This setup allows to fine-tune the conversion process by controlling important parameters such as the inter-cavity coupling and the external excitation frequency. Both symmetric and asymmetric (up- or down-conversion) outputs can be targeted at will. We describe the processes extensively, with for example a leading role for the dynamic modes of the coupled system, the Floquet modes.

I. INTRODUCTION

Temporal or dynamic modulation in photonic structures has been a topic of increasing interest, as it can induce unique optical functions. For example, time modulation can break reciprocity in various devices$^{1,2}$, leading to optical isolation without magnetic materials$^{3,4}$. This isolation mechanism is quite general, and can be applied to various contexts such as acoustics$^{5}$, graphene plasmonics$^{6}$ and so on. Furthermore, dynamic modulation can achieve frequency conversion without resorting to traditional nonlinear effects$^{7-10}$. Recently, there are various developments to exploit the novel physical effects related to temporal symmetry breaking, for example to produce effective magnetic fields$^{11,12}$, to implement topological states of light$^{13,14}$ or for time crystals$^{15-17}$.

These time modulation effects are aided by photonic confinement, such as in high-index contrast cavities$^{18,19}$. Therefore, subwavelength confined plasmonic resonances can also be exploited, achieving e.g. efficient frequency conversion$^{20}$. In this setting, graphene can be highlighted as an interesting platform for tailorabole plasmonics$^{21-24}$, since its conductivity can be effectively tuned$^{25,26}$, leading to time-modulated plasmonic modes in graphene structures.

Ginis et al. examined the possibility to produce a frequency comb by modulating the conductivity of a planar graphene sheet$^{27}$. However, the efficiency of this process is hampered because of the large change in conductivity needed to obtain a significant modulation in the transmission. In previous work we presented a way to overcome this limitation using a graphene ribbon array$^{28}$, with interaction between a single time-modulated resonance and the incident light. A plasmonic resonance in such an array allows to produce combs with a greatly enhanced efficiency, and with a fairly good control$^{29}$. Typically, frequency comb generation is implemented by four-wave mixing$^{30}$, with effective implementation in microring resonators for example$^{31}$.

In this work we extend the system to two time-modulated coupled resonances, instead of a single one. Importantly, this system turns out to be effective for selective frequency conversion, so that instead of an extensive frequency comb, we are targeting conversion towards specific frequencies, by exploiting the interference processes in play. The mechanism and our description are quite general, so that in practice various dielectric or plasmonic implementations, such as graphene ribbons with different widths, can be considered.

We mainly optimize the asymmetric conversion towards a single sideband, and the symmetric conversion towards two equally spaced sidebands. We consider the specific degenerate case first (when the two cavity resonance frequencies are equal), and then compare with the more general non-degenerate case. We elucidate the crucial role of the intermodal coupling constant and the source frequency, using various semi-analytical approaches. It is very interesting that the so-called ‘Floquet modes’ play an important role in these processes. We determine the band structure of these modes of the dynamic system, and observe for example that the conversion efficiency is greatly enhanced in the neighborhood of Floquet band anti-crossings.

We study the system using the well-established Coupled Mode Theory (CMT) equations for coupled cavities$^{32-34}$. We employ this method with time-dependent resonance frequencies in Sec. II. We show that this system supports Floquet modes in Sec. III, and provide a method to obtain their frequencies. We then discuss how to achieve selective frequency conversion in Sec. IV, with an extensive evaluation of the process efficiency. In addition, Sec. V explains how a simple three-frequency analysis can determine the system parameters to achieve the desired conversion. Finally, in Sec. VI we derive an analytic approximation of the band structure of the Floquet modes using a perturbation analysis.

II. SETUP AND COUPLED MODE THEORY

We study a system of two coupled resonances, which can be created for example by two nearby cavities. Here, the resonance frequency of one of the cavities will be time-modulated, leading to the generation of new frequency components. A sketch of the system is depicted in Fig. 1(a). A possible way to physically implement this
The two-cavity setup could consist of two graphene ribbon arrays with different widths\textsuperscript{35,36} (Fig. 1(b)), as the conductivity can be dynamically modulated\textsuperscript{37} in graphene.

\begin{align*}
\frac{d a(t)}{d t} &= i \omega_1 a(t) + i \kappa b(t) + s(t) \\
\frac{d b(t)}{d t} &= i \omega_2 b(t) - i \kappa a(t) - \gamma b(t)
\end{align*}

where \(a(t)\) and \(b(t)\) are respectively the dark and bright mode amplitudes, \(\gamma\) is the outcoupling coefficient, \(\kappa\) is the coupling coefficient between the two cavities, \(\omega_{1,2}\) are the (potentially time modulated) resonance frequencies, and \(s(t)\) is the input, for which we use a nearly monochromatic gaussian pulse (with central frequency \(\omega_0\)).

Here the source \(s(t)\) can be considered as a dipolar emitter coupling to the field of the dark mode \(a(t)\), in the weak-coupling limit. For systems with one or more input waveguides the model can be extended to take external interferences with reflection and transmission into account.

In this model the \(\kappa\) values are real so energy conservation is ensured. In order to get realistic parameter values for the CMT model, we ran Finite-Element Method simulations of a graphene ribbon array\textsuperscript{28}. This allowed us to connect the CMT parameters to the physical properties of graphene arrays. We determined that the plasmon absorption rate in a typical setting can be one order of magnitude smaller than the plasmon outcoupling time, so for simplicity we do not consider these losses in this model.

Usually the resonant frequencies are constants, but here for time-modulation they become functions of time, and we will consider a periodic modulation. In this paper we focus on the case where only the bright mode resonance is modulated:

\[ \omega_2(t) = \omega_2 + \delta \sin(\Omega t) \]  

with \(\omega_2\) the ‘static’ resonance frequency, \(\delta\) the modulation amplitude and \(\Omega\) the modulation frequency. The modulation amplitudes \(\delta\) we consider here are of the same order of magnitude as \(\Omega\). This modulation amplitude can be achieved with modest \(E_F\) changes\textsuperscript{28}, because resonance frequencies in graphene ribbons strongly depend on \(E_F\) and because we consider modulation frequencies such that \(\omega_{1,2} \gg \Omega\). The phenomena are similar if we modulate the other mode, or if we modulate both modes.

Other modulation functions\textsuperscript{38}, such as step-functions or shocks\textsuperscript{39,40}, could also be considered in future work.

This work is distinct from the effects in most modulators: Typically, the modulation frequency is slow and the modulation amplitude is not too high compared to the outcoupling rate\textsuperscript{29}. In those cases (the adiabatic limit), the approximation of a time-dependent transmission, neglecting the interaction with the cavity modulation, is often used. However, here the time-dependence is non-trivial, and the light stays trapped in the cavity for a few modulation cycles. In this high-frequency limit, new frequencies are generated and the parameters governing this frequency conversion are investigated in detail further on.

In previous work\textsuperscript{28}, with a single-cavity system that is time modulated, it was observed that one obtains a wide frequency comb, with components separated by the modulation frequency \(\Omega\). While that setup is useful for generating a wide range of new frequencies, it is more difficult to obtain an efficient conversion to a specific frequency. With the two-cavity setup described here, it becomes possible to obtain more focused features, such as selective frequency conversion.

\section*{III. Floquet modes}

In this section we introduce Floquet modes, as they play an important role to understand and optimize the frequency conversion process further on. Floquet modes are the time analogues of Bloch modes in space, with a time-periodic modulation of the index, instead of a space-periodic index distribution for Bloch modes. In our setup
the optical potential (via the resonance frequency $\omega_2(t)$) is periodic in time so the Floquet modes can be defined.

The static non-driven coupled system (i.e. constant frequencies $\omega_{1,2}$) has two modes with frequencies $\omega_{\pm} = \frac{\omega_1 + \omega_2}{2} \pm \frac{1}{2} \sqrt{(\omega_1 - \omega_2)^2 + 4\kappa^2}$. In the degenerate case where $\omega_1 = \omega_2 = \omega_{1,2}$, the two mode frequencies take the simple form $\omega_{\pm} = \omega_{1,2} \pm \kappa$ (see red dashed lines in Fig. 2).

![Diagram](image)

**FIG. 2.** Blue lines: Floquet modes of the system for the degenerate case, where $\omega_{1,2} = 2\pi \times 10^{13}$ rad/s, $\Omega = 2\pi \times 2.5 \times 10^{15}$ rad/s and $\delta = \Omega/2$. Dashed red lines: static resonance frequencies for the degenerate case ($\omega_{\pm} = \omega_{1,2} \pm \kappa$). The four arrows near $\kappa = \Omega/2$ represent the transitions of interest that we study in Sec. IV A while the two arrows near $\kappa = \Omega$ represent the transitions that we study in Sec. IV B. An anti-crossing appears at $\kappa = \Omega/2$ where the static modes intersect.

With the introduction of time modulation, these frequencies are adjusted, and have multiple Floquet mode branches with frequency difference $\Omega$ (see blue solid lines in Fig. 2). Interestingly, when these branches meet as a function of $\kappa$ they can lead to anti-crossings (see around $\kappa = \Omega/2$ in Fig. 2). This is a different effect than bandgaps that appear for propagative Floquet modes. Here we study two coupled localized resonances so no true bandgap is opened.

One way to compute the Floquet mode frequencies is to write Eqs 1 and 2 (without the source term) in matrix form:

$$-i \frac{dF(t)}{dt} = H(t)F(t)$$

where $F(t)$ is a matrix of eigenvectors and $H(t)$ is the time-modulated Hamiltonian. Floquet’s theorem insures that a solution exists in the form

$$F(t) = \Phi(t)e^{iQt}$$

where $\Phi(t)$ is a matrix of periodic functions and $Q$ is a constant diagonal matrix containing the Floquet eigenvalues (compare with the typical Bloch mode form). Since $\Phi(t)$ and $H(t)$ are matrices of periodic functions, it is convenient to expand them in Fourier series:

$$F_{ab}(t) = \sum_n F_{ab}^n e^{i\Omega t} e^{i\kappa t}$$

$$H_{ab}(t) = \sum_n H_{ab}^n e^{i\Omega t}$$

where $q_b$ are the diagonal elements of $Q$, $\Omega = 2\pi/T$, and $T$ is the period of $\Phi(t)$ (see Eq. 3). The indices $a$ and $b$ denote a cavity mode, while index $n$ (and also $m$ in the following equations) represents Fourier components. By injecting these forms into Eq. 4, one obtains an eigenvalue equation for the (column) eigenvectors $F_{ab}$ and eigenvalues $q_b$

$$H_F F_{ab} = Q F_{ab}$$

with $H_F$ called the Floquet Hamiltonian defined by:

$$\langle an | H_F | bm \rangle = H_{ab}^{n-m} + n\Omega \delta_{ab} \delta_{nm}.$$  \hspace{1cm} (9)

This infinite Floquet Hamiltonian for our case (only $\omega_2(t)$ modulated as in Eq. 3) has the following form:

$$H_F = \begin{pmatrix}
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
\omega_2 - \Omega & \kappa & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\kappa & \omega_2 - \Omega & \delta/2 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \omega_1 & \kappa & 0 & 0 & 0 & 0 & 0 \\
0 & \delta/2 & \kappa & \omega_2 & 0 & \delta/2 & 0 & 0 & 0 \\
0 & 0 & 0 & \omega_1 & \kappa & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \delta/2 & \kappa & \omega_2 & 0 & \delta/2 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}$$

This time-independent matrix is ordered in a special way: the indices go through $a$ and $b$ before each change in $n$ and $m$. In that representation, it is clear that the coupling coefficient $\kappa$ is responsible for the coupling between Floquet modes ‘inside’ a Fourier component, while the temporal modulation (represented by $\delta$) couples Floquet modes across Fourier components. In other words the coupling between Floquet modes takes the form of a ‘cascaded’ nearest neighbor transition. For example this means that in order to couple from one Floquet mode to another mode separated by $3\Omega$, three successive transitions need to occur. This explains why frequency comb components typically decay as they are further away from the source frequency (see example in Fig. 3).

In order to get an estimate of the Floquet eigenvalues, one truncates the time-independent matrix $H_F$ and numerically computes its eigenvalues. An example is shown...
in Fig. 2, where the solid blue lines represent four Floquet mode frequencies in the degenerate case ($\omega_1 = \omega_2$), as a function of the coupling constant $\kappa$. As mentioned, the red dashed lines represent the static eigenfrequencies of the degenerate system ($\omega_n = \omega_1 \pm \kappa$). The Floquet frequencies form a band structure and can exhibit anticrossings, leading to bandgap-like features. The modulation amplitude $\delta$ is the parameter responsible for the anti-crossing size: a larger $\delta$ yields a wider anti-crossing.

IV. SELECTIVE FREQUENCY CONVERSION

In this central section we examine the structure of the generated frequency combs, and discuss the relevant shaping parameters for interesting cases. Fig. 3 shows a typical comb produced by the coupled cavities, with the frequency components separated by the modulation frequency $\Omega$. Furthermore, the sideband amplitudes decrease rapidly further away from the excitation frequency $\omega_0$, as the conversion is a cascade process (see e.g. the infinite Floquet matrix of Eq. 10). In this work we mainly focus on the left and right immediate sidebands ($\omega_0 \pm \Omega$), as they are expected to yield a better conversion efficiency, but some of the results can be generalized to other frequency components as well.

![Typical frequency comb](image)

**FIG. 3.** Typical frequency comb produced by a time-modulated two-cavity setup. Here $\omega_1 = \omega_2$ and only the bright cavity is modulated. The parameters are such that no particular enhancement is achieved ($\omega_0 = \omega_{1,2} = 2\pi \times 10^{12}$ rad/s, $\Omega = \omega_0 / 40$, $\kappa = \Omega / 2$, $\delta = \Omega / 4$ and $\gamma = 2 \times 10^{11}$ rad/s).

The reason why the Floquet modes are so useful here is that the conversion efficiency is much more efficient when we excite a Floquet mode. This holds both for the excitation frequency $\omega_0$, and for the ‘destination’ frequencies $\omega_0 \pm \Omega$ (one statement leads to the other as the modes are spaced $\Omega$ apart). This means that if we excite a combination of $\kappa$ and $\omega_0$ values directly on a Floquet branch (so a point on the blue lines in Fig. 2), we are bound to have strong interactions between the components.

This intuition leads to two important cases, which we discuss in detail in the following subsections. The first case corresponds with a $\kappa$ value around the first anti-crossing ($\kappa \approx \Omega / 2$) and when $\omega_0$ is equal to a Floquet mode frequency. This leads to ‘transitions’ indicated by the four arrows at $\kappa \approx \Omega / 2$ in Fig. 2 (from $\omega_0$ to $\omega_0 \pm \Omega$). Each of these arrows corresponds to a frequency conversion from a Floquet mode to another Floquet mode. We call this case (around $\kappa \approx \Omega / 2$) the ‘asymmetric conversion’ case, as it will be efficient in one direction only, leading to a single large sideband.

The second case (or regime) corresponds with a $\kappa$ value around the first band crossing ($\kappa \approx \Omega$, and when $\omega_0$ is equal to a Floquet mode frequency. The transitions of interest here are represented by the two arrows in Fig. 2 around $\kappa \approx \Omega$. This is the ‘symmetric conversion’ case, as both sidebands (at $\omega_0 \pm \Omega$) will be generated efficiently.

Furthermore, one expects that the coupling of the source to Floquet modes close to the static modes of the system will be more efficient. This is because the other Floquet harmonics are introduced in the system only via the time perturbation, whereas the two 0-order Floquet modes are connected to the static modes of the system (see numbers in Fig. 2 for the mode orders). In the end we typically observe a lower conversion efficiency for transitions that originate from (or transition to) higher order Floquet modes.

A. Asymmetric conversion

The first interesting case is the asymmetric one, as in extreme cases it leads to a highly selective conversion, where the excitation is efficiently converted towards a single new frequency. Interestingly, we will show that this is most effective at the first bandgap condition (where $\kappa = \Omega / 2$). For simplicity we here discuss the degenerate case where $\omega_1 = \omega_2$.

In order to characterize the conversion efficiency, we calculate two figures of merit (FOMs) $\Gamma_{\pm} = \frac{2|b(\omega_0 \pm \Omega)|}{s(\omega_0 \pm \Omega)}$, which indicate the fraction of excitation converted to the two direct sidebands. Here $b(\omega)$ and $s(\omega)$ are the Fourier components of the bright mode amplitude $b(t)$ and gaussian source $s(t)$, respectively. This FOM is the ratio of mode amplitudes converted from the source to a different frequency component. This fraction is useful to establish the conversion efficiency inside the coupled mode system. Note that the decay rate $\gamma$ affects the FOMs. However, for relatively small values of $\gamma$ (as in this paper) the FOM is proportional to $\gamma$. In contrast, too large values lead to a decrease of the FOM, as light is outcoupled too fast for intercavity interference and conversion to operate. This trade-off is also discussed in.

Fig. 4 shows the FOMs $\Gamma_{\pm}$ as a function of $\omega_0$ at the anti-crossing ($\kappa = \Omega / 2$). In detail, this means we monitor $\Gamma_{\pm}$ along a vertical line ($\kappa = \Omega / 2$) in Fig. 2. The increased efficiency for four $\omega_0$ values (four peaks for both $\Gamma_+$ and $\Gamma_-$) is due to the presence of the Floquet modes: the excitation $\omega_0$ sweep cuts through four Floquet branches in this range.
In addition, there is a strong dependence concerning the direction of the transition in Fig. 4: \( \Gamma^+ \) is large for the two low-frequency peaks, and small for the two high-frequency peaks (and vice versa for \( \Gamma^- \)). This can be understood from Fig. 2: The two strong up-conversion peaks (\( \Gamma^+ \) is up-conversion) correspond to the blue and black arrows, leading to transitions with 0-order modes involved. The two weak up-conversion peaks at high frequencies actually mean transitions that go upwards beyond the data in Fig. 4, so concerning higher order modes as destination. Similarly, the two large down-conversion peaks (\( \Gamma^- \), so red in Fig. 4) correspond to the green and red arrows in Fig. 2. Clearly, the coupling of the source to higher order modes is less efficient since these modes only exist because of the perturbation introduced by the time dependence.

![FIG. 4. Figures of merit \( \Gamma_\pm \) as a function of the incident frequency \( \omega_0 \). The frequency conversion is asymmetric at the anti-crossing (when \( \kappa = \Omega/2 \)). When \( \omega_0 \) is equal to a Floquet mode frequency, the conversion efficiency is enhanced. The difference in conversion efficiency depends on the initial and final mode order: the coupling between source and Floquet modes is better for lower order modes.](image1)

The frequency conversion is indeed highly asymmetric and selective in this case, see the example in Fig. 5, with the comb for parameters corresponding to the second peak in Fig. 4 (\( \omega_0 = 0.9890 \omega_{1,2} \)). The light is efficiently converted to the upper frequency sideband, with few energy in the lower sideband.

Thus, Floquet modes play an important role in the conversion process: when the incident frequency \( \omega_0 \) matches a Floquet mode frequency, the conversion process is enhanced. Now we describe ways of improving the conversion efficiency when the incident frequency is on a Floquet branch. In this way, we try to exploit the Floquet mode band structure.

To find where the conversion process is most efficient, we monitor the FOMs for a few transitions of interest (see arrows in Fig. 2). In detail, we move the incident frequency along a Floquet band by changing the coupling coefficient \( \kappa \), and we plot the corresponding FOMs in Fig. 6. This means that we follow the blue lines in Fig. 2 (mainly around \( \kappa = \Omega/2 \)), so for Fig. 6 the incident frequency is always equal to a Floquet frequency. The main trend is that all four transitions have a maximum around \( \kappa = \Omega/2 \): clearly the conversion is most efficient when one operates at the edge of the anti-crossing. Furthermore, one observes that the blue and red transitions are always somewhat stronger than the green and black transitions. This reflects their different mode order combinations (see the corresponding arrows in Fig. 2): the blue/red transitions start from modes closest to the center frequency (\( \omega_{1,2} \)), and arrive at modes away from the center. For the green/black transitions this is inverted, leading to a less efficient process.

![FIG. 5. Comb produced by a set of parameters corresponding to the second peak of Fig. 4 (\( \omega_0 = 0.9890 \omega_{1,2} \)). The conversion to the upper sideband (\( \omega_0 + \Omega \)) is more efficient than the conversion to the lower sideband (\( \omega_0 - \Omega \)) and as a result the comb is asymmetric.](image2)

![FIG. 6. Figures of merit \( \Gamma_\pm \) for the four transitions highlighted in Fig. 2 around the bandgap. The conversion efficiency is greater when the incident mode is a 0-order mode and at the band edge (for \( \kappa = \Omega/2 \)).](image3)
B. Symmetric conversion

Another useful regime in the two-cavity system leads to a ‘symmetric’ frequency conversion, where the two first sidebands are favored and have a similar amplitude. This type of frequency conversion occurs efficiently at the first band crossing (around \( \kappa \approx \Omega \)), see the arrows in Fig. 2.

The up- and down-conversion FOMs (\( \Gamma_\pm \)) are shown in Fig. 7, so we follow a vertical line in Fig. 2, around the central frequency. When \( \omega_0 \) is equal to the Floquet mode frequency (in this degenerate case the modes cross), the conversion efficiency is strongly enhanced (a strong peak for both FOMs). The conversion is quite symmetric, as \( \Gamma_+ \approx \Gamma_- \). Due to the perturbation introduced by the time-modulation, the bands bend and do not cross exactly at \( \kappa = \Omega \), but slightly before. The perturbation analysis of Section VI gives a good estimate of the correct \( \kappa \) value that we use in Fig. 7 (\( \kappa = 0.9948 \Omega \)).

![Fig. 7. Figures of merit \( \Gamma_\pm \) as a function of the incident frequency \( \omega_0 \). In this case, \( \delta = \Omega/4 \) and \( \omega_1 = \omega_2 \). At the first band crossing (\( \kappa \approx \Omega \)), the frequency conversion is efficient and symmetric.](image)

Fig. 8 shows a comb produced by the parameters corresponding to the central peak of Fig. 7. Conversion to both sidebands is enhanced, as the two sidebands correspond to Floquet mode frequencies (see band diagram of Fig. 2 at \( \kappa \approx \Omega \)). In this case, the incident frequency corresponds to a first-order mode while the two sidebands are zeroth order.

![Fig. 8. Comb produced by a set of parameters corresponding to the central peak of Fig. 7. The conversion to the upper sideband (\( \omega_0 + \Omega \)) is nearly as efficient as the conversion to the lower sideband (\( \omega_0 - \Omega \)).](image)

C. Non-degenerate case

In the above discussions we presented the degenerate case where \( \omega_1 = \omega_2 \). Here we briefly discuss the non-degenerate case to show that the same general conclusions apply. Firstly, the band structure is similar, which we can compare in Fig. 9: the solid line is the degenerate situation, the dashed line is non-degenerate. Clearly, in the non-degenerate case, the Floquet bands no longer cross at \( \kappa = 0 \) as they did in the degenerate case, as the two cavities now have different resonance frequencies.

![Fig. 9. Solid blue lines: Floquet modes of the system for the degenerate case (same as in Fig. 2). Dashed blue lines: non-degenerate case (\( \omega_1 \neq \omega_2 \)). We chose these two frequencies such that \( \omega_1 - \omega_2 = 2\Omega/5 \).](image)

We then consider the FOMs in the case where \( \omega_1 \neq \omega_2 \) around the first anti-crossing (\( \kappa = \Omega/2 \)), see Fig. 10, in order to compare it with the degenerate case (Section IV A, Fig. 4). Note that in the non-degenerate case, the Floquet bands are slightly shifted towards smaller \( \kappa \) values (compare solid and dashed lines in Fig. 9). Here as well the conversion efficiency is improved when the source frequency is equal to a Floquet mode. The exact efficiency is different than in the degenerate case (Fig. 4), because of the slight difference in resonance frequencies. We will see in the next section that this can be predicted by a simple model.

We also computed the FOMs for the symmetric regime (\( \kappa \approx \Omega \)) in the non-degenerate case, see Fig. 11. Whereas in the degenerate case the two FOM peaks \( \Gamma_\pm \) are maximal at the same frequency (Fig. 7), here a small gap
appears, meaning that the two Floquet modes do not have the same frequency, hence the peak position difference in Fig. 11. This difference is not simply due to the slight shift of the band structure seen in Fig. 9, here an anti-crossing opens whereas the two non-degenerate bands cross.

V. THREE-FREQUENCY MODEL

In order to find the correct system parameters that enable selective frequency conversion, we can use a simplified model, where we only consider three frequencies for the two cavity mode amplitudes $a(\omega)$ and $b(\omega)$: at the source frequency $\omega_0$ and at the two sidebands $(\omega_0 - \Omega)$ and $(\omega_0 + \Omega)$. In detail, we consider solutions of the form $f(\omega) = f_- \delta[\omega - (\omega_0 - \Omega)] + f_0 \delta[\omega - \omega_0] + f_+ \delta[\omega - (\omega_0 + \Omega)]$, where $f$ represents the two mode amplitudes $a$ and $b$. With these assumptions the CMT equations 1-3 become:

$$i(\omega_0 - \Omega)a_- = i\omega_1 a_- + i\kappa b_- \quad (11)$$
$$i\omega_0 a_0 = i\omega_1 a_0 + i\kappa b_0 + s_0 \quad (12)$$
$$i(\omega_0 + \Omega)a_+ = i\omega_1 a_+ + i\kappa b_+ \quad (13)$$

$$i(\omega_0 - \Omega)b_- = i\omega_2 b_- + \delta b_0 - \gamma b_- + i\kappa a_- \quad (14)$$
$$i\omega_0 b_0 = i\omega_2 b_0 + \delta b_+ + \delta b_0 - \gamma b_0 + i\kappa a_0 \quad (15)$$
$$i(\omega_0 + \Omega)b_+ = i\omega_2 b_+ + \delta b_0 - \gamma b_+ + i\kappa a_+ \quad (16)$$

As seen in Eqs. 11-16, the coupling coefficient $\kappa$ accounts for the coupling between dark and bright mode at the same frequency, while the modulation amplitude $\delta$ accounts for the coupling between the different frequency components of the bright mode $b$. Note that this equation system actually corresponds to the $6 \times 6$ central part of the Floquet matrix of Eq. 10. This model has the advantage of being an algebraic system, whereas the previous results were obtained through the numerical resolution of the differential equation system of Eqs. 1 and 2. It can be used to rapidly explore various situations, for example the non-degenerate case. However, since we only take into account three frequency components per mode, this model is an approximation, but it can lead to quantitatively correct results, especially in our selective cases.

We compare the results of this simple model with the numerical resolution of Eqs. 1 and 2 for two specific cases. The first case is symmetric around $\omega_0$, so we impose $b_- = b_+$ in Eqs. 11-16. A set of parameters found with that constraint is $\kappa = \Omega$, $\delta = \Omega/4$ and $\omega_0 = \omega_1 = \omega_2$. This specific case is represented in Fig. 12(a). In the second case, the parameters are chosen such that the conversion to the lower frequency sideband is maximized. Parameters can be found by imposing $b_0 = b_+ = 0$ in Eqs. 11-16, giving for example $\kappa = \Omega/2$, $\omega_1 = \omega_0 - \kappa$, $\delta = \Omega/4$. The results for this second set of parameters are represented in Fig. 12(b). In both cases a satisfactory agreement is found, taking the simplicity of the model into account.

This simple model allows for a more systematic approach in tuning the output spectrum: one can impose constraints in Eqs. 11-16, and solve for the system parameters that will give a desired response (as we did for Fig. 12). It also allows to understand the interference effects between the frequency components, as in some cases terms in Eqs. 11-16 cancel out, giving a single frequency output, as in Fig. 12(b). Moreover it is a useful analytic alternative to the numerical resolution of the CMT equations.

VI. TWO-LEVEL PERTURBATION

To obtain an analytical expression for the Floquet bands we can use a two-level perturbation theory.\[^{42-44}\]
FIG. 12. Red circles are the results of the three-frequency model while the blue line is the full numerical solution. In (a) we imposed the constraint $b_-=b_+$ so the comb generated is perfectly symmetric. In (b) we imposed the constraint $b_0=b_+=0$, so the frequency conversion is asymmetric.

This is useful to obtain a simple expression for the Floquet bands, so one knows which frequencies are bound to provide a good potential conversion. For simplicity we only discuss the degenerate case.

We approximate the initial Floquet Hamiltonian by a $2 \times 2$ Hamiltonian, where the contribution of the other Floquet modes is treated as a perturbation\(^{44}\). To do so, we separate the Floquet Hamiltonian of Eq. 10 into a static matrix $H_0$ and a perturbation matrix $V$ containing only $\delta$ terms. We apply a transformation to $H_0$ and $V$ so that $H_0$ is diagonal and write out the eigenvalue equation by component. Then we solve for the eigenvector components and find that they are the solution of an implicit equation involving the sum of the eigenvector components. We identify two large terms (corresponding to the crossing of static modes) and separate them from the rest of the sum. Then by iteration and by considering the first order of the perturbation, we find the two resonance frequencies of the nearly degenerate states. As seen in Fig. 2, the unperturbed bands $\omega_{1,2} + \kappa$ and $\omega_{1,2} + \Omega - \kappa$ cross at $\kappa = \Omega/2$, and open an anti-crossing in the Floquet bands. We choose these bands as the two unperturbed states for the perturbation analysis. After a few manipulations, the perturbed Hamiltonian becomes:

$$H_2 = \begin{bmatrix} \omega_{1,2} + \Omega - \kappa + \Delta(\kappa) & \delta/4 \\ \delta/4 & \omega_{1,2} + \kappa - \Delta(\kappa) \end{bmatrix}$$

where $\Delta(\kappa) = \frac{\delta^2}{16(2\kappa + \Omega)}$ is the correction to the ‘static’ levels induced by the time modulation. The eigenvalues of $H_2$ are approximations of the Floquet mode frequencies, and are given by:

$$\omega_{\pm} = \omega_{1,2} + \frac{\Omega}{2} \pm \sqrt{\frac{\delta^4 + 64\delta^2\kappa(\Omega + 2\kappa) + 64(\Omega^2 - 4\kappa^2)^2}{16(2\kappa + \Omega)}}$$

Since the potential has a periodicity $\Omega$, it is possible to completely describe all the eigenvalues of the infinite Floquet Hamiltonian with the two eigenvalues of $H_2$, by adding multiples of the modulation frequency $\Omega$. In Fig. 13 we compare the numerical eigenvalues of the Floquet matrix to the perturbation theory results. We obtain a very good agreement between the numerical eigenvalues (truncated Eq. 10) and the analytical eigenvalues obtained via perturbation theory (Eq. 18).

Furthermore, this perturbation analysis allows us to find an analytical approximation for the coupling coefficient $\kappa_c$, where the Floquet modes cross for the first time (around $\kappa = \Omega$). By imposing that the two eigenvalues $\omega_{\pm}$ of Eq. 18 must be equal and solving for $\kappa$, we find (after neglecting $\delta^2$ terms):

$$\kappa_c = \frac{\Omega}{4} \left(1 + 3\sqrt{1 - \frac{2\delta^2}{9\Omega^2}}\right)$$

From this expression, we see that without perturbation the bands indeed cross at $\kappa = \Omega$ as expected (see Fig. 2). This is why we employed $\kappa \approx \Omega$ for the band crossing in the previous sections.
VII. CONCLUSION

An efficient and tailored frequency conversion can be achieved with a system of coupled time-modulated cavities. We describe this process using the CMT equations adapted to time-dependent resonance frequencies. The system supports Floquet modes, arising from the time periodicity, which play an important role in the conversion efficiency. Furthermore, their band-like structure is a key element, as the conversion is enhanced in the neighbourhood of (anti-)crossings.

We exploit the coupled-cavity setup to achieve both symmetric and asymmetric frequency conversion, using the important link of these two processes with the Floquet modes. We employ perturbation theory to find an analytic approximation of the Floquet bands. Furthermore, we show how to find useful system parameters for selective frequency conversion using a straightforward three-frequency model.

This frequency conversion mechanism is fairly general, since it only requires two coupled, time-modulated resonances, such as recently demonstrated in\(^{45}\). It can thus be applied to a wide range of physical systems, ranging from photonics to acoustics for example.
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