Data driven prediction models of energy use of appliances in a low-energy house
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ABSTRACT

This paper presents and discusses data-driven predictive models for the energy use of appliances. Data used include measurements of temperature and humidity sensors from a wireless network, weather from a nearby airport station and recorded energy use of lighting fixtures. The paper discusses data filtering to remove non-predictive parameters and feature ranking. Four statistical models were trained with repeated cross validation and evaluated in a testing set: (a) multiple linear regression, (b) support vector machine with radial kernel, (c) random forest and (d) gradient boosting machines (GBM). The best model (GBM) was able to explain 97% of the variance ($R^2$) in the training set and with 57% in the testing set when using all the predictors. From the wireless network, the data from the kitchen, laundry and living room were ranked the highest in importance for the energy prediction. The prediction models with only the weather data, selected the atmospheric pressure (which is correlated to wind speed) as the most relevant weather data variable in the prediction. Therefore, atmospheric pressure may be important to include in energy prediction models and for building performance modeling.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

The understanding of the appliances energy use in buildings has been the subject of numerous research studies [1–8], since appliances represent a significant portion (between 20 and 30% [7,9]) of the electrical energy demand (See Fig. 1). For instance, in a study in the UK for domestic buildings [4], appliances, such as televisions and consumer electronics operating in standby were attributed to a 10.2% increase in the electricity consumption. Regression models for energy use can help to understand the relationships between different variables and to quantify their impact. Thus, prediction models of electrical energy consumption in buildings can be useful for a number of applications: to determine adequate sizing of photovoltaics and energy storage to diminish power flow into the grid [10], to detect abnormal energy use patterns [11], to be part of an energy management system for load control [1,12,13], to model predictive control applications where the loads are needed [14], for demand side management (DSM) and demand side response (DSR) [6,15,16] and as an input for building performance simulation analysis [2,17,18].

As indicated in [4], the electricity consumption in domestic buildings is explained by two main factors: the type and number of electrical appliances and the use of the appliances by the occupants. Naturally, both factors are interrelated. The domestic appliances use by the occupants would leave traceable signals in the indoor environment near the vicinity of the appliance, for example: the temperature, humidity, vibrations, light and noise. The occupancy level of the building in different locations could also help to determine the use of the appliances. In this work, the prediction was carried out using different data sources and environmental parameters (indoor and outdoor conditions). Specifically, data from a nearby airport weather station, temperature and humidity in different rooms of the house from a wireless sensor network and one sub-metered electrical energy consumption (lights) have been used to predict the energy use by appliances. Four regression models have been tested, namely (a) multiple linear regression model (lm), (b) support vector machine with radial basis function kernel (SVM-radial), (c) random forest (RF) and (d) gradient boosting machines (GBM) with different combinations of predictors.

The present work mostly deals with the problem of aggregate appliances energy use prediction rather than the topic of modeling of appliances energy loads. Because of that, the literature review focuses on this topic. Nevertheless, research related to studies of appliances loads in buildings and modeling are included as well in this study.
1.1. Literature review

1.1.1. Appliances’ loads in buildings and numerical modeling of their consumption

This section reviews some articles regarding modeling of appliances and other socio-economic factors that help to understand the different data and methodologies that have been used in the past to understand appliances’ energy use.

Hourly end-use data was collected from 454 houses and 140 commercial buildings in the Pacific Northwest [20]. The data acquisition description for the data analyzed can be found in [21]. Typically, the data acquisition systems monitored between 12 and 16 channels for energy consumption. The study in [20] pointed out that the end-use loads showed large temporal variations, and that although refrigeration and freezer loads tended to be very flat, cooking (food preparation) dishwasher, lights and small appliances showed distinct evening peaks.

A method to generate occupancy data for UK households was presented in [22]. The model uses the Markov Chain Monte Carlo technique to generate synthetic data and is recommended by the authors to estimate the energy demand of appliances, lighting and heating.

A methodology to estimate building energy consumption from EnergyPlus benchmark models was presented in [23]. The EnergyPlus benchmark models were developed by a joint effort between DOE’S Building Technologies Program, Pacific Northwest National Laboratory, Lawrence Berkeley National Laboratory and National Renewable Energy Laboratory [24]. The authors in [23] propose the use of a series of predetermined coefficients to estimate hourly energy consumption from utility bills, in order to relieve the user from performing dynamic simulation of the building.

A Norton equivalent technique was used to model residential loads in [25]. The modeled loads included appliances such as a refrigerator, PC, laptop, TV and washing machines.

A recent study focused on major household appliances (refrigerator, clothes washer, clothes dryer and dishwasher) to find daily energy use profiles for each of them [9]. It was shown that refrigerators have a uniform load profile, while clothes washers, clothes
dryers and dishwashers are very user-dependent and thus vary from household to household and time of day. Research on the potential for demand response for refrigerators, clothes washers, clothes dryers and dishwashers was presented in [6]. The article ranked highest the clothes dryers for the potential of demand response mostly because of their large power demand.

A model was developed by [28] to detect and estimate individual home appliance loads from aggregated power signals. The model employs the so-called explicit duration Hidden Markov model to detect the loads of home appliances.

A literature review was presented in [27] examining socio-economic factors, dwelling characteristics and appliances affecting electricity consumption in domestic buildings. The paper listed several appliances and parameters as having a significant positive effect on domestic electricity consumption: number of appliances, desktop and laptop computers, TV, video player/recorder, video console, electric oven, range hood, refrigerators, freezers, dishwasher, washing machine and tumble dryer among others.

A recent study focused on the thermal modeling of electrical appliances for highly insulated buildings [2]. The study emphasized the necessity of including electrical appliances modeling to obtain more accurate and efficient building energy simulations.

The models presented before are mostly useful for energy building simulation studies to evaluate different buildings designs questions and to try to predict their impact in the buildings energy balances or to estimate future energy bills. The next section will deal with the problem of energy use prediction during the operation phase.

1.1.2. Electricity load prediction

This section presents and discusses research addressing electricity load prediction to identify the parameters, models and other methods that have been useful for energy prediction.

Typically studies have used models such as multiple regression, neural networks, forecasting methods [3,28,29], engineering methods, support vector machines [30], time series techniques [31] and forecasting methods [29] to predict the electricity demand. The models usually have considered parameters such as the time of day, outdoor temperature, month, weekend, holidays, yesterday's consumption, rainfall index, global solar radiation, wind speed and occupancy [32,33].

On a larger scale, the impact of weather variables on the monthly (aggregated) electricity demand in England and Wales between the years 1983–2003 was studied in [34]. The employed method was the parameter multiple regression model for regression. The study used heating degree days, cooling degree days, gross domestic product, and humidity (when available) and was able to explain the variability of the monthly demand between 91 and 95%.

The study of electrical energy use patterns in buildings has been an active area of research in recent years. One minute interval power measurement in 12 houses, including individual devices (furnace, air conditioner, range/cooker, clothes dryer, dishwasher and domestic hot water heater) was presented in [35]. One of the findings was that the daily variation in the temporal distribution of each house was significant. Another study examined electricity data of 1628 households [36]. From the data available to the researchers, an extensive list of variables was studied: weather, location (ZIP code), age of building, ownership, presence of double pane windows, energy efficient light fixtures, floor area, pet ownership, number of refrigerators and entertainment devices, number of occupants and income level were studied. The researchers concluded that the most important variables were weather, location, and floor area. Also the number of refrigerators and entertainment appliances (e.g. videocassette recorders, VCRs) are among the most important determinants of daily minimum consumption. Another study found that being at home during the day correlated with lower appliance efficiency [7]. The provided explanation by the researchers is the lower efficiency was likely due to the increased use of appliances when the house is occupied more often.

A prediction system for the problem of individual appliance prediction was presented in [8]. The system used information such as past consumption, hour, day, season and month. The system is capable of learning from past data. One of the main conclusions was that the last 24 h are the most relevant for prediction.

More recently, 23 houses in Ottawa, Canada were monitored for energy use at 1-min resolution intervals for the air conditioners, furnace fans, some major appliances and other Non-HVAC appliances. In this study the number of occupants was found to be the strongest predictor for Non-HVAC energy use [17]. Also in the UK, appliance ownership and use was studied for 183 dwellings using an odds ratio analysis [5]. The authors reported that households owning more than thirty appliances have an increased probability of having a high electrical energy demand. Some of these households own more than four or more IT devices, more than five entertainment items, an electric oven, hob or range, two or more preservation and cooling appliances or three or more laundry machines. The main limitation of this study was that the data was obtained from a survey and not from measurements.

The review of the published literature highlights the following points:

- The energy consumption of appliances represents a significant portion of the aggregated electricity demand of the residential sector (up to 30% [9] see Fig. 1), and is also important for power management of the grid [3].
- The increased number of appliances owned makes it important to identify which ones are the main contributors to the energy consumption.
- The energy consumption of appliances may be broken down into different contributions and sometimes may include HVAC devices such as air conditioners.
- The patterns for energy use of appliances can vary significantly (e.g., nearly flat for refrigeration equipment, while it is highly variable for devices such as clothes washers, clothes dryers and dishwashers).
- Weather parameters have been proven relevant to predict the electricity energy consumption in buildings. This consumption typically includes the HVAC contributions, which may have different trends with respect to temperature for example. Thus, it would be desirable to know if exterior weather parameters can also help in the prediction of appliances energy use.
- For highly insulated buildings, the thermal influence of appliances on internal gains become more important and relevant in building energy performance [2].

This paper explores several questions. Is the weather data obtained from a nearby weather station representative enough to improve the appliances energy consumption prediction? Can the temperature and humidity measurements from a wireless network help in the energy prediction? From all the data used in prediction models, which parameters are the most important in energy prediction? Since occupancy has a direct effect on the appliances use, what impact does the inclusion of a sub metered energy measurement related to occupancy (light) have on the prediction?

1.2. Research objectives and methodology outline

The purpose of this work is to understand the relationships between appliances energy consumption and different predictors. Also to discuss the performance of different models (linear regression, support vector machines, RF and GBM) to predict
energy consumption. Furthermore, to rank the influence of predictors/parameters in the prediction.

After the introduction, the paper continues with a description of the house and follows with a description of the energy meters and wireless sensor network. The next section shows profiles for the appliances consumption and exploratory data analysis, followed by a description of the data splits and features. Next, a data filtering is presented to remove any non-relevant variables. After different trained models are presented, the next section corresponds to the model selection and performance. Then, the training of models with different data subsets is shown and the evaluation of trained models in the test sets is presented. The paper ends with a discussion of results and conclusions.

2. House description

The house is located in Stambruges, which is about 24 km from the City of Mons in Belgium (See Fig. 2). The construction was finished on December 2015. All the mechanical systems are new. The low energy house was designed according to the passive house certification [37]. For this certification, the building was designed to have an annual heating load and cooling load of no more than 15 kWh/m² per year according to the Passive House Planning Package (PHPP) software design tool. It is important to note that a wood chimney provides most of the heating load in the house. The total kg amount and type of wood has been manually logged monthly. The building air leakage was measured in September 2016 and is 0.6 air changes per hour at 50 Pa. The house was designed with $U<0.1$ W/m²K for the exterior walls, roof and ground. Triple glazed windows are used with $U_g=0.5$ W/m²K and $U_f<0.9$ W/m²K. The ventilation is provided by a heat recovery ventilation unit with between 90 and 95% efficiency. The total floor area is 280 m², from which the total heated area is 220 m². The façade of the house is oriented +10° (Southwest) from due South. There are usually four occupants of the house, two adults and two teenagers. One of the adults works regularly in the home office.

2.1. Energy meters and ZigBee nodes

The electric energy metering at the passive house was done with M-BUS energy counters. The information from these energy counters is collected every 10 min. The individual electrical load metering includes: the heat recovery ventilation unit, domestic hot water heat pump (COP around 2.7), the energy consumption of appliances, lighting, and electric baseboard heaters. The appliances energy metering includes the energy used by the devices listed in Table 1. The energy information is collected with an internet-connected energy monitoring system where it is stored and then it is reported by e-mail every 12 h. Fig. 3 shows the aggregated energy consumption per month together with the percentage of each contribution. Light energy consumption ranges from 1 to 4% of the total since most of lighting fixtures are LEDs. It can easily be seen that the energy consumption of appliances represents between 70 and 79% of the monthly electrical energy consumption. For comparison, lighting and appliances used about 1.23 more energy than domestic hot water in Spain, 1.28 more than in the EU overall and 1.74 more than in the USA according to data for the residential sector in 2003 [38]. In this study, the appliances and lighting consume between 5.7 and 6.7 more than the DHW energy use.

<table>
<thead>
<tr>
<th>Room</th>
<th>Equipment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laundry</td>
<td>Small Fridge, Upright freezer, Wine Cellar for 160 bottles, Washing machine, Dryer, Internet router, internet hub, Network Attached Storage</td>
</tr>
<tr>
<td>Garage*</td>
<td>Rain water pump, electric garage door</td>
</tr>
<tr>
<td>Kitchen</td>
<td>Fridge, Induction cooktop, Kitchen hood, Microwave, Oven, Dishwasher, Coffee machine</td>
</tr>
<tr>
<td>Dining</td>
<td>WiFi booster, ZigBee coordinator, electrical blinds</td>
</tr>
<tr>
<td>Living</td>
<td>TV 138 cm. Hard drive enclosure, DVD player, cable box, laptop, Ink-jet printer, electric blinds</td>
</tr>
<tr>
<td>Office</td>
<td>2 desktop computers, 3 computer screens, 1 router, 1 laptop, 1 copier-printer, electric blinds</td>
</tr>
<tr>
<td>Ironing</td>
<td>Alarm clock, radio, iron, electric blind</td>
</tr>
<tr>
<td>Room 1</td>
<td>Alarm clock, radio, electric blind, 2 lamps</td>
</tr>
<tr>
<td>Room 2</td>
<td>Laptop computer, monitor, alarm clock, electric blind</td>
</tr>
<tr>
<td>Room 3</td>
<td>Laptop, alarm clock</td>
</tr>
<tr>
<td>Game</td>
<td>93 cm TV, Internet router, DVD player, PlayStation</td>
</tr>
<tr>
<td>Bathroom 1</td>
<td>2 electric toothbrushes, hair dryer</td>
</tr>
<tr>
<td>Bathroom 2</td>
<td>2 electric toothbrushes</td>
</tr>
<tr>
<td>Attic*</td>
<td>Computer, Musical Instruments, Amplifier</td>
</tr>
</tbody>
</table>

Note: The listed equipment in the rooms marked with an * are outside the measurement range of the wireless sensor network.

Fig. 2. House pictures.

Fig. 3. Aggregated electric energy consumption per month. This graph includes all the energy consumed from January 1st until May 22nd 2016. Note that the energy for the month of May is not complete.
The house temperature and humidity conditions were monitored with a ZigBee wireless sensor network [39] built with XBee radios [40], Atmega328P microcontrollers [41] and DHT-22 sensors (see Fig. 4). The digital DHT-22 sensors have an accuracy of ±0.5 °C for temperature and ±3% for relative humidity. The microcontrollers were programmed using the Arduino IDE to read the data from the sensors and then transmit the measured data with the XBee radio. The transmitted information is sent to another XBee radio that acts as the coordinator of the network. Because the house is quite large and it is composed of thick walls and floors, it was necessary to include another two XBee radios that act as routers so there was effective communication from the end nodes to the coordinator. The sensor nodes are powered with batteries. Each sensor node transmits the information around 3.3 min. Figs. 5 and 6 display the location of the sensor nodes. For more information about working with XBee radios and Arduino see [42].

3. Recorded data and description

The energy (Wh) data logged every 10 min for the appliances is the focus of this analysis. The 10 min reporting interval was chosen to be able to capture quick changes in energy consumption. Another sub-metered load (lights) is included in the analysis since it has been shown to be a good predictor of room occupancy when combined with relative humidity measurements [43]. The wireless sensor network’s temperature and humidity recordings were averaged for the corresponding 10 min periods and merged with the energy data set by date and time. All the data analysis is done in R [44]. The time span of the data set is 137 days (4.5 months). Fig. 7 shows the energy consumption profile for the period. The energy consumption profile shows a high variability. Fig. 8 shows a histogram and boxplot of the data. As can be seen the data distribution has a long tail. In the boxplot, the median is represented with a thick black line inside the blue rectangle, and has a value of 60 Wh. The lower whisker has a value of 10 Wh and the upper whisker has a value of 170 Wh. It also shows that the data above the median is more dispersed and that there are several outliers (marked with the round circles above the upper whisker).

Although there is no weather station outside the house, weather data for the nearest airport weather station (Chievres Airport, Belgium) is merged by date and time in this study to evaluate its impact on the prediction of the energy consumption of appliances [45]. The Chievres Airport, Belgium is located about 12 km from the Stambruges house. Since the downloaded weather data is at hourly intervals, linear interpolation is used to have a complete data set (at 10 min intervals). A complete data set is often necessary for statistical regression models to work. Table 2 presents a list of all the variables or features. From the date/time variable other extra features are generated: the number of seconds from midnight for each day (NSM), the week status (weekend or workday) and the day of the week.

3.1. Data sets and exploratory analysis

The combined data set is split in training and test validation using CARET’S create data partition function. 75% of the data is used for the training of the models and the rest is used for testing (See Table 3).

Fig. 9 and Appendices A–C, present pair plots showing the relationships between all the variables with the energy consumption
of appliances in the training set. These figures were created with the psych package [46]. These figures show the bivariate scatter plots below the diagonal, histogram plots along the diagonal and the Pearson correlation above it, which is a measure of the linear dependence between two variables. A correlation of 1 is total positive correlation, −1 is total negative correlation and 0 represents no correlation. In red the linear regression fits are shown for each pair.

Fig. 9 shows that there is a positive correlation between the energy consumption of appliances and lights (0.19). The second largest correlation is between appliances and T2. For the indoor temperatures, the correlations are high as expected, since the ventilation is driven by the HRV unit and minimizes air temperature differences between rooms. For example, a positive correlation is found with T1 and T3. For Appendix A, the plot shows that the highest correlation with the appliances is between the outdoor temperature (0.12). There is also a negative correlation between the appliances and outdoor humidity/RH6 (−0.09). Appendix B also shows positive correlations between the consumption of appliances and T7, T8 and T9 being 0.03, 0.05 and 0.02 respectively. Appendix C shows the highest correlation between the energy consumption of appliances and NSM with a value of 0.22. A positive correlation of 0.10 is seen between appliances’ consumption and outdoor temperature (Tout) that is, the higher temperatures, the
higher the energy use by the appliances. Also there is a positive correlation with appliances’ consumption and wind speed (0.09), higher wind speeds correlate with higher energy consumption by the appliances. A negative correlation of −0.15 was found with the RHout, and of −0.03 with pressure. Another important and interesting correlation is between the pressure and the wind speed. This relationship is negative (−0.23). The linear trend is with lower pressure the wind speed will be higher.

An hourly heat map was created for four consecutive weeks of data to identify any time trends (see Fig. 10). Fig. 10 was built with the following r packages: ggplot, gridExtra and gghthemes [47–49]. As can be clearly seen, there is a strong time component in the energy consumption pattern. The energy consumption starts to rise around 6 in the morning. Then around noon, there are energy load surges. The energy demand also increases around 6 pm. There is no clear pattern regarding the day of the week.

3.2. Data features filtering and importance

Since the dataset contains several features or parameters and considering that the airport weather station is not at the same location as the house, it is desirable to find out which parameters are the most important and which ones do not improve the prediction of the appliances’ energy consumption. For this task the Boruta package [50] is used to select all the relevant variables. Several researchers have used this package for variable filtering [51–53]. To test the Boruta algorithm, two random variables were introduced in the data sets (See [54] for the use of this approach). Moreover, this feature or variable selection helps in model interpretability and reduces complexity of the model [55].

The Boruta package compares importance of attributes with importance of shadow attributes that are created by shuffling original ones [50]. As can be seen in Fig. 11, the Boruta algorithm is capable of detecting the two random variables (boxplots in red) that have no predicting power for the appliances’ energy consumption. The two random variables are between the Boruta-created shadow attributes shown in blue: shadowMin, shadowMean and ShadowMax. The algorithm also ranks the variables in order of importance starting with the NSM variable, to the least important, the Week-Status variable.

Although Fig. 11 provides a lot of insight, it does not tell us about the performance of the selected variables with respect to the RMSE. To test how many variables are optimal to minimize the RMSE the recursive feature elimination (RFE) is used to select the optimal inputs [56]. The Classification and Regression Training package (Caret) [57] has a RFE algorithm and is used in this study. CARET’s RFE algorithm needs the factor variables to be cast as dummy variables, for which the r package dummies is used [58]. Then the variables Week status and day of the week are transformed into dummy variables. After doing this, the total number of predictors is 35. The RFE algorithm used the random forest regression method and was trained with 10 cross validation sets. Fig. 12 shows the result of the RFE algorithm. The optimal number of predictors is 34, but the difference between 34 and 35 can be considered negligible as is demonstrated in Fig. 12. Table 4 lists the feature ranking from the RFE.
Fig. 10. Hourly energy consumption of appliances heat map for four consecutive weeks.

Fig. 11. Variable importance and selection from Boruta’s algorithm. (For interpretation of the references to color in text near the reference citation, the reader is referred to the web version of this article.)

Since all the predictors can be considered relevant to minimize the RMSE, they all will be used to test four regression models (lm, SVM-radial, random forest and GBM).

3.3. The performance of regression models

All the regression models were trained with 10 fold cross validation to select the best. To speed up the computations the doParallel package was used [59] for parallel computation. The first model trained was the multiple linear regression. The multiple linear regression uses all the available predictors and finds the appropriate slope quantifying the effect of each predictor and the response [55].

Fig. 13 shows a residual plot for the linear regression model. The residuals were computed as the difference between the real values and the predicted values. From Fig. 13, it is obvious that the relationship between the variables and the energy consumption of appliances is not well represented by the linear model since the residuals are not normally distributed around the horizontal axis.

In order to compare the performance of each of the regression models, different performance evaluation indices are used here: the root mean squared error (RMSE), the coefficient of determination or R-squared ($R^2$), the mean absolute error (MAE) and the mean absolute percentage error (MAPE):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{n}}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}$$

---

Since all the predictors can be considered relevant to minimize the RMSE, they all will be used to test four regression models (lm, SVM-radial, random forest and GBM).

3.3. The performance of regression models

All the regression models were trained with 10 fold cross validation to select the best. To speed up the computations the doParallel package was used [59] for parallel computation. The first model trained was the multiple linear regression. The multiple linear regression uses all the available predictors and finds the appropriate slope quantifying the effect of each predictor and the response [55].

Fig. 13 shows a residual plot for the linear regression model. The residuals were computed as the difference between the real values and the predicted values. From Fig. 13, it is obvious that the relationship between the variables and the energy consumption of appliances is not well represented by the linear model since the residuals are not normally distributed around the horizontal axis.

In order to compare the performance of each of the regression models, different performance evaluation indices are used here: the root mean squared error (RMSE), the coefficient of determination or R-squared ($R^2$), the mean absolute error (MAE) and the mean absolute percentage error (MAPE):

$$\text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{n}}$$

$$R^2 = 1 - \frac{\sum_{i=1}^{n}(Y_i - \hat{Y}_i)^2}{\sum_{i=1}^{n}(Y_i - \bar{Y})^2}$$

---
Table 2
Data variables and description.

<table>
<thead>
<tr>
<th>Data variables</th>
<th>Units</th>
<th>Number of features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appliances energy consumption</td>
<td>Wh</td>
<td>1</td>
</tr>
<tr>
<td>Light energy consumption</td>
<td>Wh</td>
<td>2</td>
</tr>
<tr>
<td>T1, Temperature in kitchen area</td>
<td>°C</td>
<td>3</td>
</tr>
<tr>
<td>RH1, Humidity in kitchen area</td>
<td>%</td>
<td>4</td>
</tr>
<tr>
<td>T2, Temperature in living room area</td>
<td>°C</td>
<td>5</td>
</tr>
<tr>
<td>RH2, Humidity in living room area</td>
<td>%</td>
<td>6</td>
</tr>
<tr>
<td>T3, Temperature in laundry room area</td>
<td>°C</td>
<td>7</td>
</tr>
<tr>
<td>RH3, Humidity in laundry room area</td>
<td>%</td>
<td>8</td>
</tr>
<tr>
<td>T4, Temperature in office room</td>
<td>°C</td>
<td>9</td>
</tr>
<tr>
<td>RH4, Humidity in office room</td>
<td>%</td>
<td>10</td>
</tr>
<tr>
<td>T5, Temperature in bathroom</td>
<td>°C</td>
<td>11</td>
</tr>
<tr>
<td>RH5, Humidity in bathroom</td>
<td>%</td>
<td>12</td>
</tr>
<tr>
<td>T6, Temperature outside the building (north side)</td>
<td>°C</td>
<td>13</td>
</tr>
<tr>
<td>RH6, Humidity outside the building (north side)</td>
<td>%</td>
<td>14</td>
</tr>
<tr>
<td>T7, Temperature in ironing room</td>
<td>°C</td>
<td>15</td>
</tr>
<tr>
<td>RH7, Humidity in ironing room</td>
<td>%</td>
<td>16</td>
</tr>
<tr>
<td>T8, Temperature in teenager room 2</td>
<td>°C</td>
<td>17</td>
</tr>
<tr>
<td>RH8, Humidity in teenager room 2</td>
<td>%</td>
<td>18</td>
</tr>
<tr>
<td>T9, Temperature in parents room</td>
<td>°C</td>
<td>19</td>
</tr>
<tr>
<td>RH9, Humidity in parents room</td>
<td>%</td>
<td>20</td>
</tr>
<tr>
<td>To, Temperature outside (from Chièvres weather station)</td>
<td>°C</td>
<td>21</td>
</tr>
<tr>
<td>Pressure (from Chièvres weather station)</td>
<td>mm Hg</td>
<td>22</td>
</tr>
<tr>
<td>RHo, Humidity outside (from Chièvres weather station)</td>
<td>%</td>
<td>23</td>
</tr>
<tr>
<td>Windspeed (from Chièvres weather station)</td>
<td>m/s</td>
<td>24</td>
</tr>
<tr>
<td>Visibility (from Chièvres weather station)</td>
<td>km</td>
<td>25</td>
</tr>
<tr>
<td>Tdewpoint (from Chièvres weather station)</td>
<td>°C</td>
<td>26</td>
</tr>
<tr>
<td>Random Variable 1 (RV,1)</td>
<td>Non dimensional</td>
<td>27</td>
</tr>
<tr>
<td>Random Variable 2 (RV,2)</td>
<td>Non dimensional</td>
<td>28</td>
</tr>
<tr>
<td>Number of seconds from midnight (NSM)</td>
<td>s</td>
<td>29</td>
</tr>
<tr>
<td>Week status (weekend (0) or a weekday (1))</td>
<td>Factor/categorical</td>
<td>30</td>
</tr>
<tr>
<td>Day of week (Monday, Tuesday… Sunday)</td>
<td>Factor/categorical</td>
<td>31</td>
</tr>
<tr>
<td>Date time stamp</td>
<td>year-month-day hour:minute:second</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3
Training and testing data set.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training</td>
<td>14,803 and 32 variables</td>
</tr>
<tr>
<td>Testing</td>
<td>4932 and 32 variables</td>
</tr>
</tbody>
</table>

Fig. 12. RMSE using the RFE algorithm. The optimal number of predictors (34) is shown with the filled dot.

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |Y_i - \hat{Y}_i| \tag{3}
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{Y_i - \hat{Y}_i}{Y_i} \right| \tag{4}
\]

where \(Y_i\) is the actual measurement (energy consumption), \(\hat{Y}_i\) is the predicted value and \(n\) is the number of measurements.

Support vector machines have been used before to predict building energy consumption in [60]. This work presents a detailed description of the SVM model. As explained in [60], the support vector machine can use different kernels, and the radial basis function kernel has some numerical advantages and was used in that study. A SVM with radial kernel, SVM-radial, is employed in the present

Fig. 13. Residuals and appliances’ energy consumption plot of the lm model.
research. The SVM-radial model requires two tuning parameters, sigma and cost variables, besides the predictors. The optimal values for sigma (0.4) and the cost (12) variables were obtained with a grid search (see Appendix D).

The random forest model is a Tree-based model [55]. The random forest model is based on the output of several regression trees. However, each tree is built with a random sample of selected predictors. The idea behind this is to decorrelate the trees and improve the prediction. The random forest model requires finding the optimum number of trees and the number of randomly selected predictors (see Appendix E). The RMSE does not appear to change after about 300 trees and the optimal number of random selected predictors is 18 as seen in Appendix E. The GBM models (also known as boosting) try to improve the prediction by using information from the first trees and also require the selection of optimal parameters for the number of trees (10,900) and maximum tree depth (5) (see Appendix F).

### 3.4. Model selection

After training the models, each model has 30 results from 10-fold cross validation (CV) sets and 3 repeats. This information was used in CARET to plot the RMSE for each model together with the confidence intervals as shown in Fig. 14. This figure also shows the $R^2$ from the results and its confidence interval. The best models are the ones that provide the lower RMSE and highest $R^2$ values.

As can be seen the RF and GBM models have very similar performance based on their RMSE and $R^2$-squared values and confidence intervals. The SVM radial model also shows a significant reduction of the RMSE compared to the linear regression model.

Table 5 presents the performance of the trained models in the training and testing sets. As can be seen the RMSE of the models in the testing set are within the range suggested in Fig. 14 found during repeated CV.

![Fig. 14. Trained models comparison of RMSE and $R^2$-squared values.](image)

![Fig. 15. Shows the relative variable importance for the RF, GBM and SVM-radial models. For the RF and GBM models, the variable importance is measured by the residual sum of squares. For the SVM-Radial model, the relationship between each predictor and the outcome is evaluated and then a linear model is fit and the absolute value of the $t$ value for the slope of the predictor is used [57,61].](image)

#### 3.4.1. Evaluating the prediction with different data subsets

After finding out that the GBM model provided the best RMSE and $R^2$ in the previous analysis, this model was used to study the prediction performance with different predictors subsets: removing the light consumption, removing the light and no weather data, removing the temperature and humidity from the wireless sensor network and only using the weather and time information. See Table 6 and Fig. 16 for the considered predictors and the models' performance in the training and testing sets.

From Table 6, the performance of the GBM model without the lights predictor is quite accurate in comparison with the GBM model in Table 5. For this model the $R^2$ is 0.58 in the testing set. The performance for the GBM model without the lights and weather data is slightly less accurate since the $R^2$ in the testing set was reduced to 0.54. The third model in Table 6 that includes the weather data and the light predictor has an equivalent performance to the fourth model that only includes the weather data since their $R^2$ are the same (0.49).

### 3.5. Discussion of results

As seen in Fig. 3, the consumption of appliances represents the highest percentage of electrical consumption, between 70% and 79% of the monthly consumption. The appliances' consumption profile is highly variable as seen in Fig. 7, with periods of almost constant demand followed by high spikes. These results are similar to those
Table 5
Models performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters/features</th>
<th>Training</th>
<th>Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td>$R^2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>Light, T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>93.21</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>93.18</td>
<td>0.16</td>
</tr>
<tr>
<td>SVM Radial</td>
<td>Light,T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>39.35</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70.74</td>
<td>0.52</td>
</tr>
<tr>
<td>GBM</td>
<td>Light,T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>17.56</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td></td>
<td>66.65</td>
<td>0.57</td>
</tr>
<tr>
<td>RF</td>
<td>Light,T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>29.61</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>68.48</td>
<td>0.54</td>
</tr>
</tbody>
</table>

Table 6
Models performance with different subsets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters/features</th>
<th>RMSE training</th>
<th>$R^2$</th>
<th>MAE</th>
<th>MAPE %</th>
<th>RMSE testing</th>
<th>$R^2$</th>
<th>MAE</th>
<th>MAPE %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
<td>RMSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GBM – no lights</td>
<td>T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>17.90</td>
<td>0.97</td>
<td>12.24</td>
<td>16.66</td>
<td>66.21</td>
<td>0.58</td>
<td>35.24</td>
<td>38.65</td>
</tr>
<tr>
<td>GBM – no lights and no weather data</td>
<td>T1,RH1,T2,RH2,T3,RH3,T4,RH4,T5,RH5,T6,RH6,T7,RH7,T8,T9,RH9,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>18.83</td>
<td>0.97</td>
<td>12.85</td>
<td>17.44</td>
<td>68.59</td>
<td>0.54</td>
<td>36.21</td>
<td>39.23</td>
</tr>
<tr>
<td>GBM – no Temp and humidity inside house</td>
<td>Light,To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>27.47</td>
<td>0.93</td>
<td>18.29</td>
<td>23.71</td>
<td>72.64</td>
<td>0.49</td>
<td>40.32</td>
<td>45.33</td>
</tr>
<tr>
<td>GBM – only weather and time information</td>
<td>To,Pressure,Rho,WindSpeed,Tdewpoint,NSM,WeekStatus,Day of Week</td>
<td>28.29</td>
<td>0.92</td>
<td>18.85</td>
<td>24.41</td>
<td>72.45</td>
<td>0.49</td>
<td>40.73</td>
<td>46.53</td>
</tr>
</tbody>
</table>

Fig. 15. Variable importance for RF, GBM and SVM radial models.
Fig. 16. Trained GBM models comparison of RMSE and R-squared values.

Fig. 17. Variable importance for the different GBM data subsets models.

presented in [9,20]. The boxplot shown in Fig. 8 shows that the data above the median is highly dispersed and skewed.

When doing the exploratory data analysis some paired correlations found were interesting. Fig. 9, Appendices A and B show that high correlations exist between T1 and T2 (0.84), T2 and T3 (0.74), T4 and T5 (0.87), T5 and T6 (0.63), T7 and T8 (0.88), and T8 with T9 (0.86). This is important because it indicates that RC thermal networks are suited for building energy modeling and that measuring the most representative rooms may be representative enough for the energy prediction of appliances. Also it indicates that a one zone thermal model might be adequate for modeling. For RC thermal models, system identification techniques could be used for finding the values of the resistances and capacitances.

The relationships between the humidity in each room and the appliances’ consumption are quite telling. From research in [43], the humidity of the room (also the humidity ratio) increased when occupants arrived in the office room and started to drop when the office was empty. Therefore, higher humidity may indicate occupancy.

RH1 (kitchen area) and Appliances are positively correlated (0.06). This could be explained by higher humidity levels in the zone when cooking and human presence. There is a positive correlation between appliances’ consumption and RH3 (laundry room humidity) of 0.04. This may mean that the washing machine and/or the dryer are/is in use. There were also small positive correlations of 0.02 and 0.01 between appliances’ consumption with RH4 (downstairs office) and RH5 (upstairs bathroom) respectively. A different behavior, negative correlation of −0.06 was found between appliances’ consumption and the humidity in the living room (RH2). This may suggest that the energy consumption in this zone is lower with reference to the kitchen and laundry room for example. For
the three bedrooms upstairs the correlations were also negative. Between appliances’ consumption and RH7 the correlation was −0.06, between appliances and RH8 it was −0.09, and between appliances and RH9 it was −0.05. An explanation for these results may be that although humidity increases with human presence, when bedrooms are occupied, the devices used in these rooms have lower power demands than the ones in the zones with positive correlations. It can also indicate that the occupants are sleeping and therefore not consuming as much energy in the house.

A small negative correlation (−0.03) was found between the appliances’ consumption with atmospheric pressure (see Appendix C). Also a positive correlation of 0.09 between appliances’ consumption and wind speed was found. Between the pressure and the wind speed the correlation is negative (−0.23), meaning that lower pressure corresponds with higher wind speeds. Maybe the reason for the relationships between appliances’ consumption, pressure and wind speed are related to occupancy changes due to weather, since building occupancy has a strong relationship with energy consumption [62–64]. Fair weather usually corresponds with high atmospheric pressure and pressure drop trends or low pressure may correspond to foul or rainy weather [65]. Wind speed also has been found to correlate with window opening behavior of occupants in buildings [66]. It is possible that the average linear trend of higher consumption of appliances with lower pressure and with higher wind speeds are an indication that the occupants tend to remain indoors in periods of bad weather. Also in results presented by [67] there was a correlation between Cooling degree minutes (CDM) and atmospheric pressure and also a correlation was found for Heating degree minutes (HDM) and atmospheric pressure.

The data filtering shown in Section 3.2 is relevant since it helps to diminish the number of features and predictors that have no effect on the accuracy of the prediction. The Boruta algorithm was able to pick up the inserted two random variables in the data set. It also showed that the weather parameters from the nearby weather station are relevant in the prediction problem.

According to the RFE algorithm, it can be seen in Fig. 12 that six parameters can significantly reduce the RMSE. These parameters are: NSM, lights, pressure, RH5, T3 and RH3 (see Table 4). The least important predictors are the ones related with week status and day of the week.

The plots with the RMSE and \( R^2 \) with the associated confidence levels have been proven useful in predicting the performance of each model in the testing set. The best models are the RF and GBM according to the RMSE and \( R^2 \) (See Fig. 14). In the training set the GBM model had an \( R^2 \) of 0.97 and the RF and an \( R^2 \) of 0.92. Regarding the variable importance in Fig. 15, it is interesting to see that for the three models the NSM was the most important predictor. The RF and the SVM models picked the lights as the second most important predictor while for the GBM model it was the atmospheric pressure. The data from the wireless sensor network was ranked highly in the GBM model, especially with information from the living room (RH2), the kitchen (RH1), the laundry room (T3) and bathroom (RH5) in the top positions. Since the wireless data is highly correlated with the other predictors, it is better to study this data subset separately to have a better appreciation for the different ranks. In Table 6 it can be seen that the GBM model without light information is as accurate as the one including light in Table 5 with an \( R^2 \) of 0.58 in the testing set. The model only leveraged in the wireless sensor data (without lights and weather information), has a smaller \( R^2 \) in the testing set (0.54). The last two models that consider the light and only the exterior weather data in Table 6, have almost the same performance 0.93 \( R^2 \) in one and 0.92 in the training sets, with the same \( R^2 \) in the testing set (0.49).

When looking at the ranking for the GBM model with no light information (see Fig. 17), it can be seen that the top predictors are the NSM, Pressure, RH1, RH2, RH3, RH5, T6, RH6, RH4, RH9, T8, T4, and T2. This means that information from the kitchen, living room, laundry room, bathroom, outdoors, office, and bedrooms are the most important.

3.6. Research limitations

One of the main limitations of this study is that the analysis was done for only one house. Important information could be found when analyzing several houses, and other relationships can be studied with appliances’ energy consumption in combination with: occupant’s age, number of occupants, ownership of pets, building’s geometry etc. Another research limitation is the length of continuous analyzed data. Different energy use patterns can potentially be found depending on the season of the year. Regarding the weather station, the predictions of appliances energy use could probably be better if the weather station was closer to the house. This research has not looked into the problem of optimal location of the wireless indoor sensors for improvement of the energy prediction. It is also possible that more sensors and better sensor accuracy could help to improve the energy prediction.

4. Conclusion

The statistical data analysis has shown thought-provoking results in both the exploratory analysis and in prediction models. The pairwise plots are useful because they shed light on the different relationships between parameters that could be hidden in final predictive models. The GBM and RF models improve the RSME and \( R^2 \) of predictions compared to the SVM-radial and multiple linear regression lm. For all the models, the time information (NSM) was ranked as the most important to predict the appliances’ consumption.

The weather data from the nearby weather station was shown to increase the prediction accuracy in the GBM models. The GBM models with only weather data ranked the pressure as the most important weather variable, followed by the outdoor temperature, dew point temperature, outdoor relative humidity, wind speed and visibility. The possible explanation for why the pressure has a strong prediction power may be related to its influence on the wind speed and higher rainfall probability which could potentially increase the occupancy of the house. Research by [67] found that atmospheric pressure is highly correlated with the cooling degree minutes (CDM) and heating degree minutes (HDM). Also, pressure has direct effects on air humidity ratio, density and enthalpy.

Data from a wireless sensor network that measures humidity and temperature has been proven to increase the prediction accuracy. The data analysis showed that data from the kitchen, laundry room, living room and bathrooms had the most important contributions. Data from the other rooms also helps in the prediction. When looking at the appliances in each room in Table 1, it can be seen that the laundry, kitchen and living rooms would be expected to have the highest contributions because of the equipment present (see also Fig. 1). The prediction of appliances’ consumption with data from the wireless network indicates that it can help to locate where in a building the main appliances’ energy consumption contributions are found.

When using all the predictors the light consumption was ranked highly. However, when studying different predictor subsets, removing the light consumption appeared not to have a significant impact. This may be an indication that other features are correlated well with the light energy consumption.

This study has found curious relationships between variables. Future work could include considering weather data such as solar radiation and precipitation. This has also been recommended in
Also occupancy and occupant’s activity information could be useful to improve the prediction and find its relationship with other parameters (exterior weather for example). The wireless sensors could also measure CO2 and noise to help in the prediction and to track the occupant’s movement from room to room and time spent in each room.

In order to allow for reproducibility of the presented results, and for fellow scientist and researchers to test their regression models, the data and the processing scripts will be made available in the following public repository: https://github.com/LuisM78/Appliances-energy-prediction-data.
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Appendix A.

Pairs plot showing relationships between the energy consumption of appliances with: T4, RH4, T5, RH5, T6, RH6. T4 and RH4 correspond to the office conditions; T5 and RH5 correspond to the bathroom conditions, and T6 and RH6 correspond to the outdoor conditions.

Appendix B.

Pairs plot showing relationships between the energy consumption of appliances with: T7, RH7, T8, RH8, T9, RH9. T7 and RH7 correspond to the ironing room conditions, T8 and RH8 correspond to room 2, T9 and RH9 correspond to the main room.

Appendix C.

Pairs plot showing relationships between the energy consumption of appliances with: To, Pressure, RH_out, Windspeed, Visibility, TDewpoint, NSM and T6.
Appendix D.

Grid search results for optimal values of sigma and cost values for the SVM-radial model.

Appendix E.

Random forest model with all the parameters.
Appendix F.

Grid search results for finding the optimal number of trees (boosting iterations) and maximum tree depth for the GBM-model.
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